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Abstract

In the present work, anomalous distortions occurring in the current-voltage characteristic of perovskite solar cells (PSCs), usually called $J - V$ curve hysteresis, are studied by several methods. This includes dynamic direct current (DC) mode $J - V$ experiments and impedance spectroscopy (IS) analyses in dark and under illumination. Initially, the CH$_3$NH$_3$PbI$_3$ absorber material is characterized by alternating current (AC) and transient techniques showing ionic-related features. Subsequently, dark $J - V$ curves of PSCs measured under different conditions are shown to exhibit capacitive hysteretic currents. This is related with low frequency excess capacitance in the dark IS spectra. These two features are correlated with the response of mobile ions in space charge regions close to the interfaces. The ion-related low frequency capacitance is shown to hinder the evaluation of deep trap and shallow doping concentrations from IS analyses as a function of temperature and DC bias, i.e. TAS and Mott-Schottky analysis, respectively. The hysteresis of the $J - V$ curve under illumination was checked at faster scan rates after pre-bias in different device structures. The results were simulated by drift diffusion methods, suggesting that the formation of ionic dipoles can create large hysteresis. The light IS analyses at open-circuit allowed to identify different recombination mechanisms via ideality factor parametrization and revealed different exponential trends for the low-frequency capacitance. The low frequency capacitance was also studied at short-circuit under light and forward bias in the dark. The large values of capacitance in the sub-Hz regime were explained in terms of mobile ions space charges and chemical capacitances assuming a proportionality between the number of ionized/activated mobile ions and the concentration of charge carriers and photon fluence. Finally, a new method of characterization of photo-sensitive devices was introduced, named light intensity modulated impedance spectroscopy (LIMIS). This is based on the evaluation of photo-impedance from both, the individual photovoltage and photocurrent signals, under small AC light perturbation at DC open circuit. The impedance difference between IS and LIMIS informs on recombination velocity in traditional photovoltaics. Preliminary measurements of LIMIS in PSCs reveal significant impedance differences as light intensity increases and provide improved measurements of charge carrier lifetimes.
Zusammenfassung

Resumen

En el presente trabajo se estudian por varios métodos las distorsiones anómalas en la característica de corriente-voltaje de las celdas solares de perovskita (PSC), típicamente llamada histéresis de $J - V$. Esto incluye experimentos dinámicos de $J - V$ en modo de corriente continua (DC) y análisis de espectroscopía de impedancia (IS) en oscuridad y bajo iluminación. Las curvas $J - V$ en oscuridad de las PSCs exhiben corrientes capacitivas, relacionadas con un exceso de capacitancia de baja frecuencia en los espectros de IS. Estas dos características están correlacionadas con la respuesta de iones móviles en regiones espaciales de carga hacia las interfaces. Se muestra que la capacitancia de baja frecuencia relacionada con iones móviles dificulta la evaluación de las concentraciones de trampas de niveles profundos y de dopaje de los análisis de IS en función de la temperatura (TAS), y el voltaje DC (análisis de Mott-Schottky). La histéresis de la curva $J - V$ bajo iluminación se midió a velocidades de barrido rápidas después de pre-polarización en diferentes estructuras de PSCs. Los resultados fueron simulados por métodos numéricos, sugiriendo que la formación de dipolos iónicos puede crear gran histéresis. Los análisis de IS bajo iluminación en circuito abierto permitieron identificar diferentes mecanismos de recombinación a través de la parametrización del factor de idealidad y revelaron diferentes tendencias exponentiales para la capacitancia de baja frecuencia. Esta capacitancia también se estudió en cortocircuito y bajo polarización directa en oscuridad. Los altos valores de capacitancia obtenidos a frecuencias por debajo de las unidades de Hz se explicaron en términos de regiones de cargas espaciales de iones móviles y capacitancias químicas, suponiendo una proporcionalidad entre el número de iones móviles ionizados/activados y la concentración de portadores de carga y flujo de fotones. Finalmente, se introdujo un nuevo método de caracterización de dispositivos fotosensibles, denominado espectroscopía de impedancia por intensidad de luz modulada (LIMIS) basado en la evaluación de la foto-impedancia bajo una pequeña perturbación de la luz AC de las señales individuales de foto-voltaje y fotocorriente en circuito abierto DC. La diferencia de impedancia entre IS y LIMIS informa de la velocidad de recombinación en dispositivos fotovoltaicos tradicionales. Las mediciones preliminares de LIMIS en PSC informan de diferencias significativas en impedancia a medida que la intensidad de la luz crece y aporta una corrección a la evaluación de los tiempos característicos.
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Chapter 1. Introduction

Science and technology can tell the history of humankind and one could even say that they write the history of the human need to overcome the continuously evolving life challenges. In terms of needs, the energy has always been a constant key element since more than 50 thousand years ago, when heat and light were first necessary to survive weather and predators, until modern times.

The energy is the quantitative property of matter and radiation which manifests as a capacity to perform work, such as causing motion or the interaction of molecules. But, for an average daily worker in modern societies the meaning of energy is probably more associated with electricity, which holds/assists most of transportation to/from/as work, work itself and home/leisure activities. The electricity production can be performed in several ways, being the photovoltaic (PV) solar cells one of the most environment-friendly and sustainable technologies that exists.

The PV devices transform light energy into electric energy, to be used as electricity for satisfying a given demand. The present work summarizes some recent contributions by the author in the research field of solar cells. Particularly, the focus of this text is set on perovskite solar cells and the understanding of their optoelectronic characteristics.

In this introductory chapter a first section intends to provide some context by introducing necessary notions and concepts, following a chronological order and highlighting main history contributors. In a second section the context of the general problem and solution strategies are provided: the development of perovskite-absorber photovoltaic solar cells. This is a renewable energy strategic response to the problem of the transition to a sustainable and clean energy generation scheme, at global scale. Later, in a third section, the specific problems attended in this work are introduced and the general chapters structure is commented.

1.1. A brief history of electrons and photons

A necessary start point would be the “age of enlightenment”, between the end of the 17th century and the next one,[1] with I. Newton, marking a singular milestone with his *Principia*,[2] the pillar of the classical mechanics, and *Opticks*,[3] the foundation of the physical optics. Newton, independently to G.W. Leibniz,[4] also invented the differential and integral calculus. The development of this mathematical branch catalyzed the progress of physics, and by nearly half a century later L. Euler[5] had published the set of differential equations named after him, including the general form of the continuity equation.


In the first decades of the 19th century, the electromagnetism was introduced by H.C. Oersted[11] and A.-M. Ampère.[12] Purposely, S.D. Poisson[13] had derived his equation relating the potential and the charge density. Then, M. Faraday[14] discovered the electromagnetic induction, established the basis for the concept of the electromagnetic field and additionally he likewise first documented semiconducting behavior in 1833.[15]
Born and doctored in Erlangen, G.S. Ohm\cite{16} presented his law relating the voltage $V$ and the current density $J$ due to electric field $\xi$ drift, and the useful concept of electrical resistance $R$. In 1839 A.-E. Becquerel first observed photovoltaic effect.\cite{15, 17} Later, G.R. Kirchhoff\cite{18} postulated his circuit laws and, by the way, the black-body radiation concept. Then, “there was light” with the equations of electromagnetism from J.C. Maxwell\cite{19}, which were subsequently reformulated by O. Heaviside\cite{20} in terms of electric and magnetic forces and energy flux. Additionally, Heaviside also introduced the theory of the complex numbers for the description of electrical circuits, and a valuable terminology including impedance $Z$, admittance $Y$, capacitance $C$, and inductance $L$. But it was H.R. Hertz\cite{21} who experimentally proved Maxwell's electromagnetic theory of light, and furthermore he also first observed the photoelectric effect. Years later, in 1897, the electron was finally discovered by J.J. Thomson\cite{22} who provided the first estimates of the elementary charge $q$ and mass $m_e$.

In 1900 the energy quanta was introduced by M. Planck\cite{23} in his solution to the black-body radiation spectra. In the next year O.W. Richardson\cite{24} published his law on thermionic emission and the light quanta came later in 1905, the *annus mirabilis* of A. Einstein\cite{25} when he explained the photoelectric effect and defined what we now call photons. Actually, in that year next paper\cite{26} the Einstein relation for the diffusion coefficient $D$ came out along with his approach to the Brownian motion.

By the 1930s E. Fermi\cite{27} had published his statistics and the quantum mechanics theory was already very popular. Hence F. Bloch\cite{28} introduced it for describing electrons in crystal lattices and A.H. Wilson\cite{29} came with the band theory of semiconductors. Later, important contributions to the understanding of semiconducting junctions and rectifying behaviors arose from W.H. Schottky\cite{30-31} and N.F. Mott\cite{32-33}. Nearly a decade afterwards, W.B. Shockley,\cite{34-35} head of the solid-state research group at Bell Labs, presented his theory on p-n junctions in semiconductors and transistors. Collaborating with W.T. Read Jr.,\cite{36} and simultaneously to R.N. Hall,\cite{37} Shockley also co-credited the analysis of the non-radiative carrier recombination in semiconductors.

In 1954 D.M. Chapin, C.S. Fuller and G.L. Pearson, also at Bell Labs, announced the first practical silicon (Si) photovoltaic cell with around 6% power conversion efficiency.\cite{17, 38} The new application also interested Shockley, thus he and H.-J. Queisser first calculated the detailed balance limit of efficiency for p-n single junction solar cells.\cite{39}

From the 1960s on, the first generation of Si-based photovoltaics (SiSCs) have led the market and it is still among the most successful devices in terms of best research-cell efficiencies.\cite{40-41} In the 1970s a second generation of thin film devices emerged with an irregular presence in the market, typically amorphous-silicon (a-Si), copper-indium-gallium-selenide (CIGS) and cadmium telluride (CdTe) solar cells.\cite{42} Alternative technologies with specific applications or market opportunities gained attention in the late 1980s, like gallium arsenide (GaAs),\cite{43} the multi-junction cells\cite{44} and the dye sensitized solar cells (DSSCs).\cite{45} Similarly in the 2000s there were other emerging technologies like the organic photovoltaics (OSCs)\cite{46} and the inorganic kesterites CZTS.\cite{47} In the 2010s decade the quantum dots cells\cite{48} were introduced and then, the perovskite solar cells (PSCs).\cite{49}
1.2. The energy problem, photovoltaics and perovskites

In the previous section, important moments between the 18th century and the first half of the 20th century were surveyed because of its importance in the theoretical framework of the following chapters. Their repercussions conditioned most of the aspects in science, technology, economy and society, as we know it. Overall, in order to continue reading, general notions on what are electrons, photons, electric current, voltage and capacitance are advised.

The attention from the 1950s on, in the previous section, was particularly set on the development of the photovoltaic technologies (PVs), whose objective is to provide energy for electricity consumption. The difficulty to access energy resources currently in some developing countries and worldwide in a near future, known as the energy problem, is one of the top challenges towards the end of the 21st century.\[50-55\]

Fossil and mineral fuels are currently over 80% of the world primary energy supply.\[56\] These are non-renewal energetic sources, meaning that they will eventually reach their irreversible consumption limit.\[57\] The speed at which these non-renewal resources are consumed is fostered by the increase of both population and energy usage per capita.\[54, 58\] But more urgent than the expiration of fossil and mineral fuels, is the growing environmental harm as a result of such global energetic scheme.\[59\] The consequent global warming is actually considered one of the biggest threats facing humankind today.\[51, 55\] In that scenario, the proper transition to renewal energy technologies can be the key for future sustainable societies with comparable or better than our current standards of living.\[57, 60\]

The ecological and economic need for renewable energies lead us to their concept, which lies in the exploitation of renewable resources that are naturally replenished on a human timescale.\[61\] Typical examples are wind, tidal, biomass, and solar renewal energy. The latter is the focus of our attention here.

The solar intensity at the surface of Earth can be approached as the standard 1 sun = 100 mW·cm\(^{-2}\),\[62\] and considering a 70% of sunshine days per year at 8 hours of daylight on average, the energy that Earth receives from the Sun is around 2.1 MW·h·m\(^{-2}\) (~10\(^{24}\) J) per year.\[63\] On the other hand, the annual world energy consumption by 2040 is estimated to be around 2.2\(-10^{11}\) MW·h (~10\(^{20}\) J).\[64\] This means that we would need a surface comparable to that of France, or less than one tenth of the Sahara desert, to supply the entire world energy demand with 17% efficiency devices. The latter is illustrated in the photovoltaic power potential world map of Figure 1.1a. The area of France, i.e. entire world energy demand, has been reproduced in several desertic regions where more than 5 kWh can be harvested as long-term daily averages.

Fortunately, photovoltaic systems (PVSs) capable of converting around 20% of solar energy into electric energy are already in the market. The PVSs are in general very environmental friendly and advantageous,\[65-66\] which in the present scenario make optimistic projections: the up-to-date capacity of ~40 GW is believed to be almost duplicated, accounting for nearly half of the renewables by 2040.\[56\] The PVSs are mainly composed by solar panels, direct current (DC) to alternating current (AC) inverters and several more structures depending on the application.\[62, 67\]
Extensive outdoor applications are typically classified as grid-connected, stand-alone and hybrid PVSs. First, the grid-connected PVSs are operated parallelly interconnected with the electrical grid, so they reduce the load to other energy generating technologies during the Sun hours. Second, the stand-alone PVSs are designed to be self-sufficient during the entire day, so they store non-consuming energy during Sun hours to be consumed when dark from the storage unit (e.g. batteries). Note that the power storage unit has a significant contribution in terms of costs. The hybrid systems combine both functionalities. Nevertheless, here we focus on the solar cells which compose the solar panel, which are the core of the PV technology.

The development of every energy production technology may maximize three main aspects: high efficiencies, long operation lifetimes and low costs. In the best practices, low environmental hazard is considered a fourth main element, as in the scheme of Figure 1.1b. In terms of efficiency, the goal is to minimize the amount of energy which is dissipated. Here there are two main strategies: to optimize existing devices towards their theoretical limit and/or design new devices with higher theoretical limits.

Figure 1.1. (a) Photovoltaic power potential with daily totals from The World Bank © 2019 Global Solar Atlas 2.0, Solargis. The area corresponding to France represents the world energy demand and it is reproduced in several deserts worldwide (b) Three (plus one) main aimed elements for the development of energy production technologies and the comparison (dashed lines) between current states of silicon- and perovskite-based solar cells, SiSCs and PSCs, respectively.
The perovskite solar cells (PSCs) gained the attention of most of the research community in the PVs, booming after 2013 with the establishment of the methylammonium lead iodide CH$_3$NH$_3$PbI$_3$ (MAPI) as the light harvesting material. The MAPI is a hybrid material which belongs to the wide family known as perovskites. The perovskites have the general chemical formula ABX$_3$ and the crystal structure of the original perovskite mineral: the calcium titanate (CaTiO$_3$). Such structure is illustrated in Figure 1.2a. In MAPI, the A cation is the methylammonium CH$_3$NH$_3$ (MA), the B cation is the lead and iodide is the X anion, as shown in Figure 1.2a left panel. Other total or partial substitutions typically include formamidinium CH(NH$_2$)$_2$ (FA) and/or Cs as A-cation and other halides like Br (Figure 1.2a right panel) or Cl. Also the metallic B-cation have been substituted by Sn in lower bandgap absorbers. More than a few properties have been characterized for these materials during decades, being the ferroic nature probably the most notorious before the age of PSCs and optoelectronic applications.

The manufacturing of PSCs involves low cost materials and fabrication methods. This is the strongest pro element for PSCs in comparison with established technologies like silicon, as schemed in Figure 1.1b. PSCs are also very versatile, with already well performing reports for semi-transparent, flexible and tandem applications. These elements motivated the research, allowing reproducible power conversion efficiencies (PCE) above 20% in less than 5 years, with a latest research-cell PCE record above 25.2%. PSCs almost debuted with PCEs above 10% and their unprecedented rate of improvement (see Figure 1.2b) suggest that overcoming SiSCs is a matter of time. This makes the efficiency the second strongest favorable factor when competing with SiSCs (see Figure 1.1b). In addition, provided a proper management of the harmful elements, like Pb, first studies estimate lower environmental impacts for industrial manufacture of PSCs, in comparison with traditional technologies. However, there are still several challenges to overcome in order to PSCs to reach the market, being definitely the device stability the most important one. This is the weakest element of PSCs in comparison with established SiSCs, as schemed in Figure 1.1b.

A bottleneck for the stabilization and general optimization of PSCs is the need for better understanding of crucial performance aspects. Here probably one of the most debated issues has been the so-called hysteresis in the current-voltage characteristic of PSCs. These phenomena refer to a difficulty of PSCs to deliver steady-state current at a given voltage. It is associated with slow kinetics and large low-frequency capacitances. Depending on previous polarization history, and other parameters like light intensity, the current and the high frequency capacitances that can be measured vary. For instance, sweeping the voltage results to produce different DC currents and capacitances at 10 Hz depending on the bias scan rate or direction. Moreover, transient photo-voltage and photo-current have been similarly found to evolve slowly, even in the order of minutes, and large capacitances in the order of mF·cm$^{-2}$ are reported under illumination. These behaviors even questioned the PCE reports during the first years of development. Hence, the validation of PCE in PSCs requires special protocols for best practices. The reason behind these anomalous behaviors seems to be associated with slow evolving mobile ions and their interaction with electronic charge and photon fluence, in a close relation with the charge carriers recombination.
The complex kinetics of the electrical response of PSCs demands the study of several timescales and the simultaneous characterization of the mechanisms of dissipation and storage of energy, i.e. the resistive and capacitive features. In this context, the use of AC mode techniques like impedance spectroscopy (IS) can be very useful. Therefore, the combination of AC experiments and DC mode dynamic measurements of current voltage ($J - V$) curves will be the main strategy, as discussed in following chapters.

Figure 1.2. (a) Generic perovskite crystal unit cell structure, in the left, and some examples in 100 atoms arrays. In MAPI (center) A is the organic cation CH$_3$NH$_3$, B is the metallic cation Pb and X is the halide anion I. In some mixed compounds (right) a given proportion of A-cations may be substituted by CH(NH$_2$)$_2$ or Cs and the X halide can be Br, as indicated. (b) Best research-cell efficiencies from single junction devices during the last 25 years for different technologies, including perovskite-based tandem and panel devices, tPSCs and PSCsp, respectively. Adapted from NREL.$^{[41]}$
1.3. Motivation and strategy

The contribution to the sustainability of economic progress is the ultimate motivation of this work, via the development of renewable energies. Attending particularly to the case of the PVs technology, the focus here is more specifically set on the PSCs. The understanding of their physical working mechanisms will be the concrete goal along the following chapters.

Particularly, the subsequent chapters answer the questions of: what the origin of the hysteresis in the $J - V$ curves of PSCs is, and what the nature of the large capacitances and slow kinetics phenomena in these devices may be. Furthermore, this work pretends to clarify how to use and/or interpret dynamic DC $J - V$ measurements and IS analyses in PSCs. On the later, the aim is to clarify several inconsistencies with the thermal admittance spectroscopy (TAS) and the Mott-Schottky (MS) analyses, when they are applied to PSCs. Lastly, a new characterization technique is proposed and first tested in PSC: the light intensity modulated impedance spectroscopy (LIMIS).

The present study tackles three of the main elements in the development of the PV technology (Figure 1.1b). The understanding of the hysteresis phenomena seeks to validate the efficiency reports and, as well as the clarification of the capacitive features, contributes to the elucidation of the operation modes of PSCs, aiming their optimization. The study of the large photogenerated low-frequency capacitances is also intended to be a starting point for the possible application on super-capacitor solar cells as complementary energy storage mechanism in stand-alone and hybrid photovoltaic systems. Furthermore, for grid-connected and hybrid PVs the large capacitance could contribute to the stabilization of the current supply to the net. The combination of energy conversion and storage in PSCs could have an extra impact in the reduction of costs. Additionally, the understanding of the role of mobile ions in perovskites and their characterization in terms of capacitance via impedance spectroscopy aims to contribute to the optimization of the device stability, increasing the lifetime of the PSCs.

In order to present the results of this work, a theoretical chapter is provided in the following. Firstly, this theoretical survey introduces the main working principles of photovoltaic solar cells and the particular case of PSCs is commented: its structure, materials and stability. Then, the general formalism of the $J - V$ curve in p-n junction based solar cells is introduces and the phenomenology of the $J - V$ curve hysteresis in PSCs is described. Subsequently, the capacitance as a general concept and in solar cells is introduced. The differences between the capacitances due to shallow levels doping density and those from deep trap levels is tackled, and the chemical capacitance mechanisms at forward biases are also introduced. Lastly, an overview on the fusion of the concepts of PSCs and supercapacitors is provided.

An experimental instrumentation chapter is included after the introductory framework. First, some context is provided on the samples which will be analyzed in subsequent chapters. In that section the labeling for each device and a general description of the fabrication process of PSCs are presented. Later, a brief description of the instrumentation details regarding dynamic DC $J - V$ curve measurement precedes a deeper discussion on concept and instrumentation of IS and related methods. IS versus DC bias and temperature, MS and TAS respectively, are described. Similarly, the use of light modulating photocurrent and photovoltage, IMPS and IMVS
respectively, are tackled. The chapter is concluded with a brief discussion on the Sawyer-Tower (ST) circuit setup and the actual ferroelectric hysteresis.

The dark characterizations and modeling are discussed in the fourth chapter. Earliest sections of the chapter deal with the material characterization of MAPI pellet samples by IS and ST methods. Then, the scan-rate and temperature dependencies of the dark $J - V$ curves are discussed. Subsequently, the dark capacitance spectra via IS are examined as a function of temperature (TAS) and DC bias (MS).

The light characterization and modeling are considered in the fifth chapter. First, the experiments of fast scan rate $J - V$ curves after pre-bias are confronted with drift diffusion simulations. Then, an IS analysis at open circuit under different illumination intensities is presented along with the corresponding equivalent circuit parametrization. In the next section, a more general analysis is made on the low-frequency capacitance at open-circuit and short-circuit under light and forward bias in dark and an explanation is proposed for the origin of these features. Lastly, the new photoimpedance technique, named LIMIS, is introduced and the preliminary results on PSCs are presented.

In a concluding chapter the main individual conclusions from each chapter are summarized. This work is focused in the understanding of the physics behind several device phenomena and the development of characterization techniques. Nevertheless, some final comments are also provided regarding the material science results displayed along the manuscript. Moreover, some comments on outlook and open research problems are also included.

After the conclusions, annexed sections present the lists of publications on which the thesis is based, as well as further publications by the author.
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Chapter 2. The physics of solar cells, perovskites and capacitance

In the introductory chapter, the photovoltaic cells were only considered like “magic” artifacts which convert light energy into electricity. On the contrary, here a more detailed description of its working principles is depicted, with specific interest on the structure of perovskite solar cells (PSCs). Independently, a revision to the literature\cite{1-5} on solar cells is recommended for a better reading. This will be complemented with the phenomenological description of the current-voltage ($J-V$) curve and formalisms of capacitance in solar cells.

2.1. Working principles of solar cells

The general idea of a photovoltaic cell includes two main and closely linked elements: (i) an effective absorber and (ii) a structure of selective contacts, also known as rectifying junction. These two components may guarantee three main processes: (1) photon absorption, (2) charge carrier generation and (3) charge carrier separation for selective extraction. Figure 2.1 illustrates these elements and processes.

Semiconductors are the most common materials in the photovoltaic applications, despite some mixed solid-liquid phases devices can work as solar cells\cite{6} following the above generalizations. Accordingly, despite the main concepts will be introduced, an understanding of solid-state physics\cite{7-8} and semiconductor-device physics\cite{9-10} is recommended for a better reading of the following contents.

The (i) absorber semiconductor material is responsible for collecting the fraction of the incident power $P_{in}$ which remains after the optical losses $P_{lost, op}$ by reflection and transmission. The absorption may occur if the photon energy $E_{ph}$ is larger than the band-gap $E_g$ of the absorber material, i.e. the difference between the bottom and top of the conduction and valence bands, $E_C$ and $E_V$ respectively, or LUMO and HOMO in organics. Note that $E_{ph} = h\nu = hc/\lambda$ where $\nu$ and $\lambda$ are the frequency and wavelength of the photon and $c$ is the speed of light in vacuum and $h$ the Plank’s constant. In the subsequent analyses the band-gap-levels-mediated absorption\cite{11} is neglected.

At (1) absorption, the photons transfer their energy to electrons in the top of the valence band (VB) making them go to the conduction band (CB), as in the left of Figure 2.1. This leaves an empty state in the VB with effective positive charge $+q$: a hole. This is taken as (2) generated charge carriers.

But an absorber by itself is just a piece of material where, after (1) absorption, the (2) generated electrons $\Delta n$ and holes $\Delta p$ just (4-7) recombine. Recombination occurs after lifetimes, $\tau_n$ and $\tau_p$ at rates $U_n = \Delta n/\tau_n$ and $U_p = \Delta p/\tau_p$, for electrons and holes respectively.

The process that completes the harvesting of power $P_{out}$ is due to (ii) the diode-like structure of selective contacts. The (3) extraction of carriers may occur in a well-defined direction: the electrons are blocked towards the hole transport material (HTM) but they can scape in the
direction of the electron transport material (ETM), while the holes cannot access the ETM and escape to the HTM. In the middle of Figure 2.1, this is the exact situation of a diode, only that in diodes the charge is injected by the current source instead that by the photon-generation, and the current flows in the opposite direction of photocurrent, typically by recombination.

Figure 2.1. Schematics of the elements and processes in a photovoltaic cell. Above: absorber + a diode-like selective contacts structure = solar cell. Wavy arrows stand for photons and circles with “-” and “+” symbol electrons and holes, respectively. Below: Energy diagram with sequence of processes occurring first at the absorber and later towards the electrodes. Total working of the cell is explained in the right bottom diagram given an incident power $P_{\text{in}}$: (1) photon absorption; (2) electron-hole charge carriers generation; then (3) charge separation and extraction toward the respective contact to deliver a power $P_{\text{out}}$. Simultaneously, some power $P_{\text{lost}}$ is lost optically due to photon reflection and transmission ($P_{\text{lost,op}}$) or electrically ($P_{\text{lost,el}}$) when charge carriers recombine (4) radiatively or (5-7) non radiatively. Radiative recombination (4a) re-emits a photon (4b) with low probability of (1) re-absorption. Non-radiative recombination could be via (5) Shockley-Read-Hall (SRH) close mid-gap trap states, (6) surface recombination at the interfaces or grain boundaries, or the less likely (7) three particles Auger recombination, schematized just for 2 electrons and a hole case. After (7) the third carrier could recombine (4-6) or (3) being extracted. Note that $P_{\text{in}} = P_{\text{out}} + P_{\text{lost}} = P_{\text{out}} + P_{\text{lost,op}} + P_{\text{lost,el}}$. Neither scaling nor band bending was considered.

The ETM and HTM are not necessarily different from the absorber. They could be sections of the same material where the conductivity is tuned. In notation terms, for thin film devices it is often used ESL and HSL as electrons and holes selective layers, respectively. The final structure of a solar cell includes metallic cathode/ETM/absorber/HTM/metalllic anode.
After charge carriers generation, not all the electrons and holes reach (3) charge extraction. Instead, they can recombine through several mechanisms: (4) radiative or (5-7) non-radiative. The dissipation of energy by the electrons in both cases makes power loses $P_{\text{lost,el}}$ via photons or to the lattice, e.g. as acoustic phonons.

In the band-to-band radiative recombination (4a) the electrons in the CB along the bulk return to empty states in the VB and (4b) photons are re-emitted being hardly (1) re-absorbed in photon-recycling events.\cite{11-12} Note that here we keep the attention to the simpler direct band-gap semiconductors.

Non-radiative recombination can occur via (5) nearly mid-band-gap trap states also along the bulk. This is described by the so-called Shockley-Read-Hall (SRH) recombination model\cite{13-14} where the CB electron steps in the trap level before reaching the VB, dissipating the energy to the lattice. On the other hand, at the grain boundaries and, more importantly, at the interfaces, (6) surface recombination dominates where several trap states can mediate the path of the electron from the CV to the VB.

Last and least likely, after (2) carrier generation (7) the electron energy in the CB could be transferred to another electron also in the CB which may increase its kinetic energy before dissipating it and returning to the bottom of the CB. This is a three particle event (hole + 2 electrons, or electron + 2 holes -not schemed in Figure 2.1), known as Auger recombination, which allows the third particle to still contribute to (3) charge extraction or (4-6) other recombination, but wastes (1) the absorbed photon energy.

Main elements (i-ii) and processes (1-7) in the working principles of solar cells are summarized in Figure 2.1. There, the idea of power losses $P_{\text{lost}} = P_{\text{lost,op}} + P_{\text{lost,el}}$ is also introduced, which leads to the concept of power conversion efficiency:

$$PCE = \frac{P_{\text{in}} - P_{\text{lost}}}{P_{\text{in}}} = \frac{P_{\text{out}}}{P_{\text{in}}}$$ (2.1)

which is basically the ratio between the incident power $P_{\text{in}}$ and that which can be used $P_{\text{out}}$. PCE is a common parameter for every energy conversion machine. In the case of single junction solar cells, as described in Figure 2.1, it is theoretically constrained by the Shockley-Queisser detailed balance limit.\cite{15-16}

The natural way of estimating the PCE in solar cells is obviously the measurement of the current density $J_{\text{out}}$ and the voltage $V_{\text{out}}$ which can be used: $P_{\text{out}} = J_{\text{out}} \cdot V_{\text{out}}$. The collection of power depends on the condition of the absorber to possess the “right” $E_g$ in order to absorb as much as possible the given target photon flux spectrum $\Gamma$. Note that the absorber can be likewise ETM, HTM, intrinsic or a combination/sequence of these.

A conductivity type must be granted in order to be a selective material. In Figure 2.2a, the generic energy diagram of a semiconductor in several conductivity states is presented before joining them. Similarly to Figure 2.1, the levels of $E_C$, $E_V$, and the $E_g$ have been drawn. The intrinsic energy level lies approximately in the middle between the CB and the VB, at exactly:

$$E_i = \frac{E_C + E_V}{2} + \frac{k_B T}{2} \ln \left[ \frac{N_V}{N_C} \right]$$ (2.2)
where \( k_B \) is the Boltzmann constant, \( T \) the temperature, and \( N_C \) and \( N_V \) are the effective densities of states in the conduction and valence bands, respectively, resulting:

\[
N_C = 2M_C \left( \frac{2\pi m_e^* k_B T}{h^2} \right)^{3/2} \quad \text{and} \quad N_V = 2M_V \left( \frac{2\pi m_h^* k_B T}{h^2} \right)^{3/2}
\]

(2.3)

Here \( m_e^* \) and \( m_h^* \) are the density-of-states effective masses of electrons at \( E_C \) and holes at the \( E_V \), respectively. Also \( M_C \) and \( M_V \) are the number of equivalent minima in the CB and maxima in the VB, respectively. Subsequently, de intrinsic carrier density can be obtained as:

\[
n_i = \sqrt{N_C N_V} \exp \left[ -\frac{E_g}{2k_B T} \right]
\]

(2.4)

Note that \( E_C, E_V, E_g, E_i, N_C, N_V \), and \( n_i \) characterize the semiconductor and are in principle independent on the conductivity type. Similarly the electron and hole affinities, \( \chi_n \) and \( \chi_p \) respectively, are introduced and defined as the energy needed for an electron in the CB or the VB, respectively, to reach the vacuum level \( E_{\text{vac}} \). The \( E_{\text{vac}} \) refers to that energy of a free stationary electron just outside the material.

The Fermi level \( E_F \) is also depicted in Figure 2.2. The \( E_F \) is the energy at which the probability of electron occupation of states is exactly 50% assuming the Fermi-Dirac distribution function. Moreover, the amount of energy needed by an electron to escape the material, i.e. to reach \( E_{\text{vac}} \), is known as the work function \( \Phi \).

Figure 2.2. Schematics of the energy diagrams in the formation of a rectifying junction (a) before and (b) after joining the materials illustrating the aligning of the Fermi level. Not scaling nor band bending is considered.

The presence or size of the \( E_g \) informs if it is a metal \((E_g \approx 0)\), a semiconductor \( E_g \sim 1 - 4 \, eV \), or an insulator \((E_g > 4 \, eV)\). In metals, \( \Phi_m = \chi_n = \chi_p \) is the ionization energy. Later, given a semiconductor, the position of \( E_F \) determines intrinsic, n- or p-type character. In intrinsic semiconductors \( E_F \) lies nearly there with \( E_i \) in the middle of the bandgap, due to the absence or symmetry of defect levels. On the other hand, selective conductivities require shallow defect levels, typically known as doping levels in traditional semiconductors. ETM (HTM) are expected to behave like n-type (p-type) semiconductors where the shallow level of donor (acceptor) defects
$E_D (E_A)$ makes $E_F$ approaching the CB (VB). Accordingly, different work functions (e.g. $\Phi_i$, $\Phi_n$, and $\Phi_p$) can occur with the same material

When joining the materials with different $\Phi$, the equilibrium is restored by matching $E_F$ at each interface. In the example of Figure 2.2b a ladder-like energy diagram is evident, very similar to Figure 2.1. Distinctly, the Figure 2.2b points out how the work functions differences ($\Delta \Phi_{i,n}$, $\Delta \Phi_{i,p}$, $\Phi_{p,m}$) are mirrored by $E_{vac}$ (and also $E_i$). Electrostatically, this has important consequences since the effective position $x$ dependent vacuum level gives shape to the electrostatic potential, e.g. in a one-dimensional situation:

$$-q \varphi(x) = E_{vac}(x) = E_i(x) + (\chi_n + \frac{eB}{2} + \frac{k_BT}{2} \ln \frac{N_C}{N_V})$$

(2.5)

Therefore, the total step in $E_{vac}$ between electrodes may result in a built-in potential $V_{bi}$, as discussed in following sections. From this we conclude that the formation of rectifying junctions requires a sequence of materials, or materials structures, with the appropriate difference in work functions.

Formation of a contact selectivity structure and effective absorption to create charge carriers are the main ideas behind the concept of photovoltaic solar cells.

### 2.2. Perovskite solar cells

As a brief introduction to PSCs, here the basic structures and materials are presented. In addition, the issue of stability is commented in a subsequent sub-section. Degradation of PSCs is not only the major problem for reaching industrial scale, it is also a matter of reliability for the characterization processes.

#### 2.2.1. Structure

Detailed reviews on the material science and interface engineering can be found in the literature. The PSCs are typically structured as a sequence of thin film and/or nanostructured layers. The perovskite is the light harvesting material, which is comprised by the electron and hole selective layers, ESL and HSL respectively.

Despite several variations have been reported, here we focus on the “regular” arrangement of Figure 2.3a. We find the TiO$_2$ ($\Phi \approx 3.7-4.2$ eV) as ETM, which is deposited over the fluorine-doped tin oxide (FTO)/glass substrate, then the MAPI perovskite and later the spiro-OMeTAD ($\Phi \approx 3.9-5.2$ eV) as HTM. The metallic contacts are often made of gold ($\Phi \approx 5.0$ eV). Thus, in the regular structure the light goes first through glass, then the transparent conducting oxide (TCO), and subsequently through the TiO$_2$/MAPI/spiro device. The regular structure is also often termed “n-i-p”, despite there is no consensus on the conductivity nature of MAPI.

Also of our interest here it is the “inverted” or “p-i-n” architecture, as presented in Figure 2.3b. In this case, for the same direction of the light, the order of layers now includes indium tin oxide (ITO) as TCO, PEDOT ($\Phi \approx 4.9-5.3$ eV) as HTM, the absorber perovskite, PCBM ($\Phi \approx 4.4-5.0$ eV) as ETM and quite often silver ($\Phi \approx 4.4$ eV) for the metallic electrodes.
2.2.2. Materials

The role of ETM in the regular structure is usually played by the TiO$_2$, as in Figure 2.3a. This material is transparent to visible light ($E_g \approx 3.2$ eV),$^{[37]}$ it has low absorption and high refractive index.$^{[38]}$ The three crystalline polymorphs of TiO$_2$ are: rutile (tetragonal), anatase (tetragonal), and brookite (orthorhombic). We are interested in the anatase TiO$_2$, which is an indirect bandgap semiconductor with $n$-type conductivity due to oxygen vacancies and/or titanium interstitials.$^{[37, 39]}$ For the donor carrier density an order of $10^{18}$ cm$^{-3}$ has been found.$^{[40-41]}$ The distribution of the TiO$_2$ donors levels seem to follow an exponential density of states beneath the conduction band.$^{[42-43]}$

The layers of TiO$_2$ for application in photovoltaic devices can be deposited by solution-based low cost techniques like spin coating and spray pyrolysis.$^{[37]}$ As result, crystalline thin films as well as nanostructured coverings (e.g. nanotubes, nanosheets, nanorods and nanofibers)$^{[44-45]}$ can be obtained on top of the FTO. In the regular structure, the TiO$_2$ selective contact can be found as a compact layer (flat) or as a mesoporous scaffold (meso) deposited on top of the planar compact film. Purposely, the use of a variety of nanostructures for PSCs has been reviewed in the literature.$^{[46]}$

The typical ETM for the inverted structure is the fullerene derivative PCBM ($E_g \approx 2.1$ eV),$^{[47]}$ which have been extensively used in OrgPVs$^{[48]}$ in two variants: the $[6,6]$-phenyl-C-61-butyric acid methyl ester (PC$_{60}$BM) and the $[6,6]$-phenyl-C-71-butyric acid methyl ester (PC$_{70}$BM). For these materials, there is evidence of relatively low electron mobility in large size molecules, which influences the charge carrier transport and phase separation.$^{[49]}$ Further reviews on recent progress on ETM in PSCs can be found in the literature.$^{[50-51]}$

The common HTM for the regular PSCs is the 2,2’(7,7’)-tetrakis-(N,N-di-p-methoxyphenylamino)9,9’-spirobifluorene, i.e. the spiro-OMeTAD. This organic semiconductor ($E_g \approx 3.0$ eV)$^{[52]}$ has also been widely characterized due to its application as HSL in solid-state dye sensitized solar cells.$^{[53]}$ The spiro-OMeTAD possess a $p$-type self-doping which emerges during exposure to oxygen and light, besides other several extrinsic dopants which have been used to controllably oxidize the material.$^{[52, 54]}$
For the inverted structured devices, the poly(3,4-ethylenedioxythiophene) (PEDOT) doped with poly(4-styrenesulfonate) (PSS) is a typical HTM. The PEDOT:PSS \( (E_g \approx 2.0 \text{ eV})^{[55]} \) is a conjugated polymer widely used in organic photovoltaics and light-emitting devices.\(^{[56]}\) Several authors review on recent progress on HTM in PSCs, including also numerous buffer interlayers, e.g. fullerenes, metal oxides 2D capping layers.\(^{[57-58]}\)

Besides MAPI, the family of photovoltaic absorber perovskites is very extensive. The change in compositions between the A and B cations and X anion not only modifies electrical and chemical properties aiming appropriate performance. A wide range of bandgaps has been already proved to work as absorber in PSCs, which result in performances summarized in Figure 2.4. Most of the efforts, and the best results, are on the devices with perovskite absorber \( E_g \) within 1.1-1.7 eV, where the efficiency limit is more optimal. However, more recently, perovskite absorbers with much higher \( E_g \) are gaining attention for semitransparent PVs in building integration, wearable applications and tandem devices. Other applications of halide perovskites include light-emitting diodes and lasers,\(^{[59-60]}\) and several concepts have been proposed for energy storage, like solar fuels, perovskite batteries and perovskite in supercapacitors.\(^{[61]}\)

![Figure 2.4](image)

Figure 2.4. Power conversion efficiency (a) and open-circuit voltage (b) as a function of the absorber bandgap energy from PSCs and some other established technologies, as indicated. Experimental data (dots) are from ref.\(^{[62]}\) and the Shockley-Queisser (S-Q) theoretical limit data (lines) are from tabulated calculations by Rühle.\(^{[16]}\) Dashed lines correspond to 85\% and 90\% of S-Q limit in (a) and (b), respectively.

The MAPI absorber has been found to be a direct band-gap semi-conductor \( (E_g \approx 1.6 \text{ eV})^{[63-65]} \) with high absorption coefficient\(^{[66-67]}\) and large carrier mobility.\(^{[67-68]}\) One can deposit MAPI films for PV application solution-based fabrication processes, like dip and spin coating.\(^{[66, 69]}\) The resulting layers typically show good crystalline quality at relatively high reaction rates and low temperatures. From first-principles calculations of effective masses of MAPI at room temperature,\(^{[70]}\) equations (2.3) and (2.4) can be evaluated giving \( N_C \approx 5.8 \times 10^{19} \text{ cm}^{-3}, \) \( N_V \approx 1.1 \times 10^{19} \text{ cm}^{-3}, \) and \( n_i \approx 9.1 \times 10^5 \text{ cm}^{-3}. \)

The electrical intrinsic conductivity of MAPI have been suggested to hold tuning, or “unintentional” doping. Several studies suggest that it is possible to control the concentration of donor or acceptor shallow defects, making the perovskite layer more n- or p-type, respectively.\(^{[71]}\)
However, Shi et al.\cite{73} suggested that p-type MAPI can be obtained by introducing impurities from groups IA, IB, or VIA, such as Na, K, Rb, Cu, as well as incorporating oxygen under I-rich growth conditions. On the other hand, it would be more difficult to obtain n-type MAPI given the creation of neutral defects or the compensation from intrinsic point defects.

The transition energy levels of MAPI-point-defects have been calculated by several first principle simulations.\cite{72, 74-75} These studies suggest as dominant shallow levels close to $E_V$: the vacancies of methylammonium ($V_{MA}$) and lead ($V_{Pb}$), the interstitial iodine ($I_i$) and the anti-site replacement of methylammonium in a lead site (MAPb). In contrast, the shallow levels near $E_C$ are the iodine vacancies ($V_I$), the interstitial methylammonium (MA_i) and the anti-sites of lead in MA site (PbMA) and MA in iodine site (MAi). Other deep energy levels in the bandgap are the donor interstitial leads (Pbi) and leads in iodine sites (Pbi), and the acceptor iodine in methylammonium (IMA) and lead (Ipbi) sites.

Mixed ionic-electronic conductor character has been also suggested for MAPI.\cite{76-77} Specifically, activation energies for vacancy-assisted migrating ions have been calculated for $V_I^-$ and $V_{MA}^+$ to be approximately 450 meV and 550 meV,\cite{78} respectively, despite some scattering in the literature.\cite{79-80}

### 2.2.3. Stability

Dedicated reviews can be found in the literature addressing the degradation issues of MAPI and similar photovoltaic perovskites.\cite{81-82} This is a capital subject on the optimization of PSCs and a constant issue on characterization studies.

Here, a first significant element is the MAPI degradation in presence of moisture. This process occurs through two reactions: the generation of a MAPI hydrate phase by water incorporation and the formation of PbI$_2$ by the desorption of CH$_3$NH$_3$I.\cite{83} Afterward, CH$_3$NH$_3^+$ and I$^-$ species are lost and decompositions into PbCO$_3$, Pb(OH)$_2$, and PbO occur.\cite{84} These considerations suggest encapsulation or low humidity control (below 10%) during characterization procedures. However, even without any moisture, there are further degradation mechanisms.

Thermal instability is also an issue,\cite{85} considering that the solar cells working conditions are around 40–80°C. MAPI’s main tetragonal crystalline phase occurs between 160-330 K.\cite{63, 68, 86} This implies phase transitions around -113°C from orthorhombic and, more worrying, around 57°C to cubic. Irreversible critical degradation have been found over 65°C.\cite{87-88} More specifically, two thermal degradation pathways have been suggested: CH$_3$NH$_2$ + HI (reversible), and NH$_3$ + CH$_3$I (irreversible).\cite{89}

Also the load and electrical field affect stability.\cite{87, 90-91} A larger chemical reactivity of the external contacts with drifted iodide ions under applied bias has been reported.\cite{90-91} Similarly, the diffusion of iodine and MA ions towards the electrodes or metals from the contacts have been found in encapsulated devices, which speaks of the intrinsic nature of perovskite instability.\cite{92}

In closing, PSCs are an emerging family of devices with thin film structure and ease fabrication procedures. The absorber materials, as MAPI, have very optimal optoelectronic properties for versatile applications in the PV field. The main current challenge for PSCs is the stability which is found to depend on intrinsic and extrinsic factors.
2.3. The current-voltage characteristic

Having introduced earlier the working principles of solar cells, and even some remarks on PSCs,\[17, 93] the next step is to tackle their electrical response. As above mentioned, evaluating the PCE in PVs requires to measure $P_{\text{out}}$, which in an electricity generation device comes from the product $J \times V$. In this section, the presented framework of concepts and equations can be complemented with the reading of semiconductor device physics literature.\[1, 3-4, 9, 42]

The voltage responds to the difference in electrostatic potential between two points. However, note that the presence of dipoles at the interfaces justifies two potential differences to be considered: the Galvani or inner potential difference $\Delta \varphi_G$ and the Volta or outer potential $\Delta \varphi_V$, the one that can be always measured. For instance, taking a solar cell at the points 0 and $d$ corresponding to the electrodes interfaces in a one-dimensional situation, at equilibrium

$$\Delta \varphi_G = \varphi(d^-) - \varphi(0^-) = -V_{\text{bi}} \quad (2.6a)$$

$$\Delta \varphi_V = \varphi(d^-) - \varphi(0^+) = V \quad (2.6b)$$

where the sides $0^-$ and $d^-$ are in the ETM and HTM, respectively, and $0^+$ and $d^+$ are in the metals, which considers interphase-dipoles canceling $V_{\text{bi}}$, somewhere between 0 and $L$.

The current density, on the other hand, comes from two main mechanism: drift and diffusion of charge carriers. Note that the concentrations of electrons $n$ in the conduction band and holes $p$ in the valence band may have different kinetics, which makes useful to introduce them in terms of the quasi-Fermi levels for electrons and holes

$$n = n_i \exp\left[\frac{E_{FN} - E_i}{k_B T}\right], \quad p = n_i \exp\left[\frac{E_i - E_{FP}}{k_B T}\right] \quad (2.7a)$$

$$E_{FN} = E_i + k_B T \ln\left[\frac{n}{n_i}\right], \quad E_{FP} = E_i - k_B T \ln\left[\frac{p}{n_i}\right] \quad (2.7b)$$

with respect to $E_i$. Note that the important concept here is that the quasi-Fermi levels reflect the deviation of the carriers concentrations at a given energy level with respect to that of the level, e.g. the deviation of $n$ ($p$) from $N_C$ ($N_V$) at $E_C$ ($E_V$) respectively. Also importantly, Equation (2.7a) responds to the case of non-degenerate semiconductors, where the equilibrium $E_F$ lies at least $2k_B T$ away from $E_C$ or $E_V$ within the band-gap and thus the Fermi-Dirac distribution approaches the Boltzmann statistics.

Now we consider that in equilibrium $E_{FN} = E_{FP} = E_F$, which are connected with $V = 0$ via Equations (2.5)-(2.7). Then, when the carrier density is modified by changing $V$, somewhere extra $\Delta n = \Delta p$ splits the $E_{FN}$ and $E_{FP}$. The change in $V$ proportionally bends $E_i$. But at the ETM and HTM (e.g. at the points 0 and $d$) only the minorities are significantly shifting $E_{FP}$ and $E_{FN}$, which lead us to

$$qV \cong E_{FN} - E_{FP} \quad (2.8)$$

Furthermore, from Equations (2.7) and (2.8) we get:

$$np = n_i^2 \exp\left[\frac{E_{FN} - E_{FP}}{k_B T}\right] \cong n_i^2 \exp\left[\frac{qV}{k_B T}\right] \quad (2.9)$$
which in equilibrium delivers the action-mass law \( np = n_t^2 \).

Moreover, the presence of \( V \) implies a spatial change in \( \varphi(x) \) which makes the electric field \( \xi(x) \neq 0 \) somewhere inside the device. Charge carriers under \( \xi \) are forced to move producing the drift current density

\[
J_{\text{drift}} = q \left[ \mu_n n + \mu_p p \right] \xi
\]

(2.10)

where \( \mu_n \) and \( \mu_p \) are the electron and hole mobilities, respectively. Note that \( \mu_n \) and \( \mu_p \) are significantly influent in the transport phenomena only in the section where \( \xi(x) \neq 0 \) and significantly higher. On the other hand, gradients in charge concentrations produce diffusion current density

\[
J_{\text{diff}} = q \left[ D_n \nabla n - D_p \nabla p \right]
\]

(2.11)

where \( D_n \) and \( D_p \) are the electron and hole diffusion coefficients, respectively, and \( \nabla = \partial / \partial x \) is here the one-dimensional gradient operator. Contrary, note here that \( D_n \) and \( D_p \) are significantly influent parameters everywhere \( \xi(x) \cong 0 \). Nevertheless, if the Einstein relation \( D = \mu k_B T / q \) is fulfilled, one of the two parameters can be discarded in favor of the other, making easier the description.

Given that the current should be the same everywhere in the device, the total current

\[
J(x) = J_{\text{drift}}(x) + J_{\text{diff}}(x)
\]

(2.12)

accounts for the redistribution of the two components. However, from the forms of equations (2.10) and (2.11), and considering (2.5) and (2.7a) and the Einstein relation, the components of the total current can be re-written as electrons and holes current densities through the CB and VB, respectively

\[
J(x) = J_n(x) + J_p(x)
\]

(2.13a)

\[
J_n = q \left[ \mu_n n \xi + D_n \nabla n \right] = \mu_n n \nabla E_{Fn}
\]

(2.13b)

\[
J_p = q \left[ \mu_p p \xi - D_p \nabla p \right] = \mu_p p \nabla E_{Fp}
\]

(2.13c)

A crucial observation from Equation (2.13) is that current requires a sloping in the quasi-Fermi levels. Furthermore, given the same slopping, the charge carrier concentrations decide which the main contribution to current is. This is a very useful tool for drawing and reading energy diagrams.

In addition, from Equation (2.13) note that in the vicinities of \( 0^- \) and \( d^+ \) only one current \( J_n \) or \( J_p \) is typically taken, meaning that \( \nabla E_{Fp} \) and \( \nabla E_{Fn} \) are zero, respectively. Thus, back to Equation (2.8) the equality is satisfied if under bias the quasi-Fermi levels of majorities match the exact equilibrium position with respect to \( E_i \), i.e. \( E_{Fn}(0^-,V) = E_{Fp}(d^+,V) = E_{Fp}(L^-,0) \). Accordingly \( n(0^-,V) \sim n(0^+,0) \) and \( p(d^+,V) \sim p(d^-,0) \) at low injection so (2.8) is satisfied. But since this should be also satisfied in a broader region along the ETM and the HTL, then there \( \nabla E_{Fn}(V) \rightarrow 0 \) and \( \nabla E_{Fp}(V) \rightarrow 0 \), with a consequent \( \mu_n \rightarrow \infty \) and \( \mu_p \rightarrow \infty \), respectively. The latter is the so-called infinite charge carrier mobility approximation, which hold the equality of Equation (2.8) and the assumption of perfect contact selectivity.
Expressions (2.10)-(2.13) are the well-known drift diffusion (DD) equations in semiconductor devices. They can be solved analytically in a very few simple cases and mostly numerically. However, for example, in (2.13) we have 2 equations and 5 unknowns. This leads us to the introduction of the continuity equations

\[
\frac{\partial n}{\partial t} = G_n - U_n + \frac{1}{q} \nabla J_n \quad \text{and} \quad \frac{\partial p}{\partial t} = G_p - U_p - \frac{1}{q} \nabla J_p \tag{2.14}
\]

where \(G_{n,p}\) and \(U_{n,p}\) are the generation and recombination rates for electrons and holes respectively, which are typically considered the same from the assumption that electrons and holes have only paired generation/recombination \(G_n = G_p = G\), \(U_n = U_p = U\).

The continuity equations are also very straightforward in the sense of signaling the origin of current nature in a semiconductor device. For instance, expressions (2.14) can be added to obtain the total current \(J(x) = J_n(x) + J_p(x)\) assuming nearly perfect contact selectivity which leaves only \(J_n\) and \(J_p\) at \(x_1\) and \(x_2\), respectively (e.g. at left and right in Figure 2.1 energy diagram), thus

\[
J = q \int_0^d \left[ G - U - \frac{1}{q} \frac{\partial}{\partial t} (n + p) \right] dx \tag{2.15}
\]

In general semiconductor devices the steady-state condition \(\partial n/\partial t \cong \partial p/\partial t \cong 0\) is the desired solution, then only generation and recombination currents occur, as from the integral in (2.15). Moreover, substituting (2.13) in (2.14)

\[
\frac{\partial n}{\partial t} = G - U + \mu_n n \nabla \xi + \mu_n \xi \nabla n + D_n \nabla^2 n \tag{2.16a}
\]

\[
\frac{\partial p}{\partial t} = G - U - \mu_p p \nabla \xi - \mu_p \xi \nabla p + D_p \nabla^2 p \tag{2.16b}
\]

By using Equation (2.16) we only need a third one to define the field and then the currents can be obtained by substitution in (2.10)-(2.13). That third one is the Poisson’s equation:

\[
\nabla \Xi = -\nabla^2 \varphi = q[p - n + N_{ion}] \tag{2.17a}
\]

\[
\Xi = \varepsilon_r \varepsilon_0 \xi \tag{2.17b}
\]

\[
N_{ion} = N_D - N_A + N_{t^+} - N_{t^-} \tag{2.17c}
\]

where \(\Xi\) is the electric displacement, \(\varepsilon_0\) is the vacuum permittivity, \(N_{ion}\) is the net concentration of ions, \(N_D\) and \(N_A\) are the fixed ionized donors and acceptors due to shallow doping levels \(E_D\) and \(E_A\), respectively (see Figure 2.2), and \(N_{t^+}\) and \(N_{t^-}\) belong to fixed ionized donors and acceptors deep trap levels, respectively.

From Equation (2.17a) one can obtain \(n + p = 2n + (\nabla \Xi/q - qN_{ion}) = 2p - (\nabla \Xi/q - qN_{ion})\). Substituting in the time-dependent terms of Equation (2.15) one can see the different capacitive contributions to the current. The effects related with energy storage in \(\xi\) produce displacement currents \(\partial \nabla \Xi/\partial t\), in relation with geometrical capacitance \(C_g\) and depletion layer capacitance \(C_{dl}\). The change of bulk net carrier concentration \(\partial n/\partial t\) gives the chemical capacitance \(C_\mu\). The term \(\partial N_{ion}/\partial t\) may be also related with \(C_{dl}\).
Lastly, the generation/recombination models and the boundary conditions may be defined. These elements should be evaluated for each bulk segment and interphase. As in the introduction of Figure 2.1, photon generation rate and recombination rates via radiative, SRH, and Augier bulk position-dependent processes are respectively:

\[
G = \int_0^\infty \alpha(\lambda)\Gamma(\lambda, x_0) \exp[-\alpha(\lambda)(x - x_0)] \frac{\lambda}{hc} d\lambda
\] (2.18a)

\[
U_\beta = \beta(np - n_i^2) \cong \beta n_i^2 (\exp\left(\frac{qV}{k_BT}\right) - 1)
\] (2.18b)

\[
U_{\text{SRH}} = \frac{np - n_i^2}{\tau_{\text{tn}}(p + n_i \exp\left(\frac{E_T - E_g}{k_BT}\right)) + \tau_{\text{tp}}(n + n_i \exp\left(\frac{E_T - E_g}{k_BT}\right)}) \approx \frac{n_i}{2\tau_e} \exp\left(\frac{qV}{2k_BT}\right)
\] (2.18c)

\[
U_A = (A_n n + A_p p)(np - n_i^2)
\] (2.18d)

In (2.18a) the photon generation rate \(G\) is shown integrating the contributions from all the photons with different energies \(hc/\lambda\) from the incident net photon flux spectrum \(\Gamma\) at the material interphase in position \(x_0\). Figure 2.5a shows some \(\Gamma\) distributions due to the Sun on Earth, being of particular interest the standard AM1.5G spectrum \(\Gamma_{\text{AM1.5G}}\), whose corresponding power density \(P_{\text{AM1.5G}} = \int_0^\infty \Gamma_{\text{AM1.5G}} d\lambda\) defines the standard 1 sun=100 mW·cm\(^{-2}\) illumination intensity. The position-dependency of \(G_{\text{ph}}\) is due to the Beer-Lambert law\(^{[94]}\) where \(\alpha\) is the absorption coefficient. Figure 2.5b illustrates the position- and wavelength-dependency of the spectral carrier photogeneration across a 100 nm thick MAPI layer where full \(\Gamma_{\text{AM1.5G}}\) fall upon \(x_0 = 0\). For thin film absorbers, \(G\) is typically taken as a constant, e.g. from Equation (2.15) the distribution of Figure 2.5 may report a photocurrent of 25 mA·cm\(^{-2}\), and the same would be obtained from a constant \(G \approx 4.7 \times 10^{22} \text{cm}^{-3}\cdot\text{s}^{-1}\).

Figure 2.5. (a) Solar irradiance spectra just at the outer space of Earth \(\Gamma_{\text{EXTR}}\), at Earth in the standard AM1.5 Global \(\Gamma_{\text{AM1.5G}}\), and theoretical Planck’s 5700 K black body radiation photon flux \(\Gamma_{\text{BB}}\). With dashed lines, the band-gap energies of silicon and MAPI are also illustrated. (b) Spectral carrier photogeneration rate across a 100 nm thick MAPI layer upon incident full \(\Gamma_{\text{AM1.5G}}\).

On the other hand, in (2.18b-d) first note that the negative terms in all the recombination rates actually responds to the thermal generation rate \(G_{\text{th}} \propto n_i^2\). Moreover, \(\beta\) is the second order band-
to-band (most likely radiative) recombination coefficient, $\tau_{tn}$ and $\tau_{tp}$ are the SRH lifetimes for electrons and holes, respectively, and $A_{n,p}$ are the Auger recombination coefficients. $\beta$ is typically taken as the Langevin coefficient $\beta_L = q(\mu_n + \mu_p) / \varepsilon_0 \varepsilon_r$ for low mobility semiconductors[95] or from the detailed balance principle where for direct band-gap semiconductors $\beta \propto (E_g / n_t)^2$.[96]

In the case of trap mediated SRH recombination lifetimes note that they include the information on the trap carrier density with the respective capture cross section $\sigma$ and the thermal velocity $v_{th}$ for electrons and holes: $\tau_{tn}^{-1} = \sigma_n v_{th,n} N_t$, $\tau_{tp}^{-1} = \sigma_p v_{th,p} N_t$, $v_{th,n,p} = \sqrt{3k_B T / m_n^*}$.

Within the electrodes, the boundary conditions are the continuity of displacement field (2.19a) and the constancy of total current. The former is of major importance in case of heterostructures.

At the electrodes, the potential (2.19b) and the current should be set. The current boundary condition depends on the contacts type: Schottky or Ohmic.[97] In the latter case we can take (2.19c), which for nearly perfect contact selectivity assumes recombination velocities $S_n(d) = S_p(0) = 0$.

$$\mathcal{D}(x^{-}) = \mathcal{D}(x^{-}) \quad \forall \ 0 < x < d \quad (2.19a)$$

$$\varphi(0^{-}) = 0, \ \varphi(d^{-}) = - \int_{0^{-}}^{d^{-}} \xi \ dx = V - V_{bi} \quad (2.19b)$$

$$J_n(0) = qS_n(0)(n(0) - n_0(0)) \quad J_n(d) = qS_n(d)(n(d) - n_0(d))$$

$$J_p(0) = qS_p(0)(n(0) - n_0(0)) \quad J_p(d) = qS_p(d)(p(d) - p_0(d)) \quad (2.19c)$$

Note that, in this formalism, analogue extra boundary conditions (or fitting parameters) may appear at every intermediate interphase, e.g. with the discontinuities of $\xi(x)$. Furthermore, a position dependent bulk surface recombination coefficient $U_s$ could be considered, however its treatment would not be so different to the $U_{SRH}$ in the Equation (2.18c).

At this point we already have all the general “ingredients” for numerically solving the current-voltage characteristic of solar cells in the classic homojunction design, or with more complicated hetero-structures. Analytically, the solution can be approximately approached in several ways as reported in the literature,[34-49] e.g. by calculating the current at an advantageous position, given $J = J_n + J_p$ is the same everywhere. Also, one can integrate $G$ and $U$ along effective generation and recombination lengths as Equation (2.15). The simplest result gives:

$$J = J_s \left( \exp \left[ \frac{qV}{m k_B T} \right] - 1 \right) - J_{ph} \quad (2.20)$$

where the two terms account for: the $U$-related recombination current $J_{rec}$ and the $G$-related photocurrent $J_{ph}$. The photocurrent has none or weak dependence on $V$, which create a downshifting effect on the exponential $J_{rec}$ in our sign convention, as presented in Figure 2.6a. The absolute limit of $J_{rec}$ towards reverse bias is the saturation current $J_s$, as in the inset of Figure 2.6a.

When dark and $m = 1$, (2.20) is the celebrated Shockley equation,[98-99] which is the ideal diode law, the reason why $m$ is called diode ideality factor. This model is obtained assuming (i)
the abrupt depletion-layer, (ii) Boltzmann statistics, (iii) the low-injection, (iv) no generation-recombination current exists inside the depletion layer, and (vi) the electron and hole currents are constant throughout the depletion layer. Then

$$J_s = q n_i^2 \left( \frac{D_p}{L_p N_D} + \frac{D_n}{L_n N_A} \right) = q n_i^2 \left( \frac{L_p}{\tau_p N_D} + \frac{L_n}{\tau_n N_A} \right)$$  \hspace{1cm} (2.21)

where the diffusion lengths for electrons and holes are respectively

$$L_n = \sqrt{D_n \tau_n} \quad \text{and} \quad L_p = \sqrt{D_p \tau_p}$$  \hspace{1cm} (2.22)

When dark and $m \neq 1$, (2.20) is an empirical form of the Shockley equation intended to condense into the parameter $m$ the extra exponential terms that may result from including SRH in the depletion region, or other more realistic effects. Thus $m$ is generally expected to be between 1 and 2, depending on the dominant recombination mechanism: band-to-band or mid-gap-trap-mediated, respectively. Nevertheless, care must be taken, diffusion and high injection currents may also deliver ideality factors of 1 and 2, respectively.

The determination of $m$ has been tried by more than 20 different methods,\cite{100} most of them using (2.20) with DC forward bias. For PSCs, Tress et al.\cite{101} proposed the use of dark $J - V$ curves, photocurrent vs. photovoltage and electroluminescence experiments, and Almora et al.\cite{102} suggested IS analyses.

For the light curve two states are of central interest: the current at $V = 0$, which marks the short-circuit (SC) condition and defines $J_{sc}$, and the voltage at $J = 0$, which marks the open-circuit (OC) condition and defines $V_{oc}$. These parameters can be directly obtained one as a function of the other from Equation (2.20), but more importantly, they depend on the illumination intensity and the $E_g$ of the absorber material.
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Figure 2.6. Current (a) and corresponding power (b) as a function of voltage with and without illumination of a solar cell. The insets show the magnified current/power around dark equilibrium.

From the $J - V$ behavior the corresponding power density $P = J \cdot V$ can be evaluated as in Figure 2.6b. There the dashed area corresponds to the range where $P > 0$ in our convention, which represent that work made by the potentiostat (not the cell) when measuring the current. The work made by the cell uniquely occurs when $P < 0$ in the range $0 < V < V_{oc}$ (not dashed area in Figure 2.6), and such power does not need any external force to be measured: a variable
load resistor is enough. Every point in the 4th quadrant of the $J - V$ curve delivers a square ($P$) and the largest corresponds to the maximum power point (mpp) as explicitly pointed in the light $P - V$ curve (Figure 2.6b).

At mpp the power $P_{mpp} = J_{mpp}V_{mpp}$ represents a fraction of the larger power $P_{sc-oC} = J_{sc}V_{oc}$, and such ration is known as the fill factor:

$$FF = \frac{P_{mpp}}{P_{sc-oC}} = \frac{J_{mpp}V_{mpp}}{J_{sc}V_{oc}}$$  \hspace{1cm} (2.23)

The $FF$ informs one on the “squareness” of the $J - V$ curve, meaning that assumed an optimized/same set of $J_{sc}$ and $V_{oc}$, the higher the $FF$ the higher the $P_{mpp}$. But making “square” the $J - V$ curve demands small and higher slopes close to SC and OC, respectively. This leads us to the concept of total differential resistance

$$R = \left(\frac{dj}{dv}\right)^{-1}$$  \hspace{1cm} (2.24)

Assuming constancy of every other parameter, one can take the partial derivative and apply (2.24) to the direct current (DC) mode empirical Shockley equation (2.20), resulting the DC recombination resistance

$$R_{rec} = R_{th} \exp\left[-\frac{qV}{m k_B T}\right]$$  \hspace{1cm} (2.25)

where $R_{th} = m k_B T/qJ_s$ is the thermal recombination resistance.

In practice, $R_{rec}$ is limited by two main parasitic effects towards reverse bias and larger forward bias: the series and shunt resistances $R_s$ and $R_{sh}$, respectively. In order to explain these concepts the simplest DC equivalent circuit of a solar cell is included in Figure 2.7a, where a current source $J_{ph}$ is in parallel and opposing sign with the current through the diode: the two terms in Equation (2.20). The diode in Figure 2.7a can be also understood as a voltage dependent resistor following $R_{rec}$ as Equation (2.25).

Series resistance accounts for ohmic voltage drops $V_{\Omega}$ which reduce the voltage “felt” by the diode when the current is increased at larger forward bias. Note that here $R_{rec} \rightarrow \infty \rightarrow R_s$ instead to zero, because the current cannot exponentially increase indefinitely with $V$, surpassing the ohmic resistivity of the materials. On the contrary, at reverse bias ideally $R_{rec} \rightarrow \infty$ but in practice instead there are leakage currents $J_{sh}$ which increase monotonically while $R_{rec} \rightarrow \infty \rightarrow R_{sh}$. The inclusion of these effects in Equation (2.20) results in a transcendent equation hereon called junction operational DC current:

$$J_j = J_s \left\{ \exp\left[\frac{q(V-V_{\Omega})}{m k_B T}\right] - 1\right\} + \frac{V-V_{\Omega}}{R_{sh}} - J_{sc}$$  \hspace{1cm} (2.26)

where $V_{\Omega} = J_j R_s \text{ sgn}[P]$ (see Figure 2.6b) and $J_{sh}$ is the second term. Also Figure 2.7b,c show the $R_{sh}$ and $R_s$ effects on the dark $J - V$ curves in each bias region.

The inclusion of parasitic resistances and the competition between different recombination mechanisms, as in Figure 2.7b,c, implies a bias-dependent ideality factor. Assuming $J_{ph} = 0$ and a voltage range where $J \gg V/R_{sh} \gg J_s$ and $R_{sh} \gg (\partial J/\partial V)^{-1}$, one can obtain from the dark DC $J - V$ curve\[102\]
\[ m = \frac{q}{k_B T} J \left( \frac{\partial J}{\partial V} \right)^{-1} \]  

(2.27)

Similarly, considering \( R_{sh} \) large enough that \( J_{ph} \gg V_{oc}/R_{sh} \gg J_s \) and \( R_{sh} \gg (\partial J_{sc}/\partial V_{oc})^{-1} \), from the DC \( J_{sc} - V_{oc} \) curve under illumination

\[ m = \frac{q}{k_B T} J_{sc} \left( \frac{\partial J_{sc}}{\partial V_{oc}} \right)^{-1} \]  

(2.28)

![Diagram of a solar cell and its equivalent circuit model](image)

**Figure 2.7.** DC equivalent circuit model of a solar cell (a) and respective dark \( J - V \) characteristics in linear (b) and semi-log (b) scales. (i) Ohmic-like shunt resistance effect related with leakage currents due to generation-recombination and surface effects. (ii) \( J \propto \exp \left[ qV/(2k_B T) \right] \) due to SRH non-radiative recombination in the depletion region. (iii) \( J \propto \exp \left[ qV/k_B T \right] \) due to diffusion in the QNR and band-to-band radiative recombination in the depletion region. (iv) \( J \propto \exp \left[ qV/k_B T \right] \) due to high injection. (v) Ohmic-like series resistance effect. (vi) Ohmic-like shunt resistance effect similar to region (i), but in reverse until junction breakdown, which transits to region (v).

Alternatively, given the bias dependent resistance, irrespective of the dark or light conditions, and measured by DC or AC method, one can define the proper integration limits so

\[ m = \frac{q}{k_B T} R \int \frac{dV}{R} \]  

(2.29)

Finally, at this point the PCE in solar cells can be addressed by taking \( P_{out} = P_{mpp} \) and, for the standard, \( P_{in} = P_{AM1.5G} \) in Equation (2.1), thus:

\[ PCE = \frac{P_{mpp}}{P_{AM1.5G}} = \frac{I_{mpp} V_{mpp}}{P_{AM1.5G}} = \frac{FF \cdot J_{sc} \cdot V_{oc}}{P_{AM1.5G}} \]  

(2.30)

In summary, PCE is the most important performance parameter which can be extracted from the \( J - V \) characteristic. It is closely related with the complementary performance parameters \( V_{oc} \),
$J_{sc}$ and $FF$. In order to understand the $J-V$ curve and thus to propose strategies for improving PCE, the simplest model there is includes the modeling parameters $R_s$, $R_{sh}$ and $m$. Further analyses may consider the numerical solution of the transport equations.

### 2.4. Phenomenology of the hysteresis in perovskite solar cells

In practice, steady state DC $J-V$ characteristics are typically easily measured. For example, 1.0 s of relaxation for the measured currents at each applied voltage is usually more than enough to experimentally obtain the time-independent solution of the transport equations, i.e. $dn/dt = 0$ in (2.16). This 1.0 s delay between sampled voltages results a scan rate of $s = 10 \text{ mV s}^{-1}$ if taking 100 points in a 1.0 V measurement window. This is slow, and we typically obtain almost exactly the same $J-V$ curve disregarding of the direction of the sweeping voltage and for scan rates even $10^3$ times faster. However, achieving steady state is not that easy for PSCs where hysteric-like features arise, as early noticed in 2014.$^{[103-105]}$

Measuring $J-V$ curves in PSCs may result in a different current patterns for the same voltage range depending of the measurement conditions. Most typically, voltage sweeping scan directions and scan rates are critically influent. Actually, these elements were the first identified and so they gave the denomination of “hysteresis” to this dynamic time evolution of the $J-V$ characteristic in PSCs. For convenience, here the voltage sweeping scan from OC ($V_{oc}$) to SC (0 V) is defined as the forward-to-reverse bias scan FR, and vice versa as the reverse-to forward bias scan RF. Some typical patterns of hysteresis in PSCs are presented in Figure 2.8 where the FR and RF scan directions are signaled by left- and right pointed arrows, respectively.

Importantly, in the insets of Figure 2.8 the corresponding $P-V$ curves are also displayed for each case evidencing the first major issue from the hysteresis: the misestimating of the PCE. It was early clear that in MAPI-based PSCs the FR scan delivered a higher $P_{mpp}$ than that of the RF scan, as in the cases of Figure 2.8a-c. This is hereon called normal hysteresis NHyst, while the opposite case will be referred as inverted hysteresis IHyst. The latter is usually present in mixed compounds-based PSCs and it is typified in Figure 2.8d.

Now, a qualitative description for each pattern on focus in Figure 2.8 is provided as follows. The first case in Figure 2.8a is the symmetric scan rate-dependent NHyst, where $J-V$ curves in both directions split equally collapsing to quasi-steady-state $J_j$ (dashed line) as the scan rate is reduced:

$$J = J_j + J_{cap}$$

(2.31)

where the hysteretic capacitive currents keep the sign of the scan rate and scale with the capacitance

$$J_{cap} \approx s \cdot C$$

(2.32)

Then the hysteresis would be just due to a significantly high capacitance, which charge and discharge when sweeping voltage in RF or FR directions, respectively. Importantly, in the simulation of Figure 2.8a a constant $C$ was used reporting a clearly symmetric change in the $J_{sc}$ and almost no change in $V_{oc}$. However typically it could be also that $C \propto \sqrt{V}$ or $C \propto \sqrt{V}$. 


exp[qV/m_c k_B T] (see Section 2.6). Nevertheless, what makes this behavior symmetrically distinctive is the currents collapsing to \( J_j \) linearly with \( s \) due to \( C \) constant in time.
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**Figure 2.8.** Simulation of general experimental patterns of the hysteresis in the \( J - V \) curve of PSCs. Indicated with in-line arrows the \( V \)-sweep directions FR or RF. In the inset, the corresponding \( P - V \) curves are also shown. The dashed lines stand for the \( J_j \) and in (a) the out-line vertical arrows indicate the trend of the curves when diminishing scan rate making them collapse to \( J_j \).

Equations (2.31) and (2.32) could also be the case of the NHyst in Figure 2.8b with \( C \propto \exp[qV/m_c k_B T] \) where two sub-cases may occur depending on the ratios between \( m_c \) and the ideality factor \( m \) from the \( J_j \). First when \( m_c/m \approx 1 \) the \( V_{oc} \) is reduced an amount \( \Delta V_{oc} \) when RF respect to FR, with almost no change in \( J_{sc} \). But if \( m_c/m \rightarrow 2 \) a kink results around the mpp, in addition to the \( \Delta V_{oc} \) effect. The kink implies FFs abode 100% and thus apparent PCEs beyond theoretical predictions. This indicates the presence of measurement artifacts. In practice, the \( \Delta V_{oc} \) effect and the kinks only occur in a narrow range of \( s \) and sometimes only after certain pre-polarization and/or pre-illumination routines. Hence there is no \( s \)-linear collapsing to \( J_j \) and \( C \) is significantly time-dependent.

Similarly, the effects of polarization and illumination history can create asymmetries with respect to one of the sweeping scans, in a sort of \( J_{sc} \) down shifting an amount \( \Delta J_{sc} \). For instance
in the case of NHyst in Figure 2.8c the equations (2.31) and (2.32) could still hold again, and even a $s$-graded collapse to $J_J$ can be experimentally found more often. However, in this third pattern $C$ should be also time dependent and significantly larger for RF than for FR direction.

Last but not least, in the IHyst pattern of Figure 2.8d the capacitive behavior is overlapped by other mechanisms hardly explained in terms of capacitances. In this case $-\Delta V_{oc}$ and $-\Delta J_{sc}$ modifications occur in a way that now it is the RF scan the one with the higher $P_{mpp}$. In practice IHyst is not always that straightforward as in Figure 2.8d and some crosses between the RF and FR curves may occur, and even no change in $V_{oc}$ or $J_{sc}$ but in FF. This leads us to the need to generalize Equation (2.31) by including non-capacitive hysteretic currents:

$$J = J_J + J_{cap} + J_{noncap}$$  \hspace{1cm} (2.33)

In sum, hysteretic currents can be measured in PSCs comprising variate contributions, like large displacement and faradaic currents, in addition to the electronic operational currents. Importantly, a steady state is hard to achieve since the slow nature of the capacitive currents dynamically modifies the boundary condition of the transport laws ruling the electronic currents.

### 2.5. Capacitance definition and capacitive currents

The previous section phenomenologically introduced the hysteresis in PSCs and, particularly, the role of $C$-related hysteretic currents. This particularly remarks the extra motivation in PSCs regarding the characterization of $C$. Nevertheless the hysteresis-like capacitive features are not an exclusive issue of PSCs, but a general typical effect in large surface solar cells, i.e. solar PV panels.[106-108] Additionally, the characterization of $C$ in solar cells is a powerful tool for the study of defect densities and carrier lifetimes, as subsequently explained.

A capacitor, also known as condenser or condensator, is a two-terminal electronic component that stores electrical energy in form of electric field. Every space between two charge-holding objects or conductors at different electric potential can be considered as a capacitor. The proportion of differential change in the charge density $Q$ per differential change of voltage in a capacitor is called total differential capacitance per unit area

$$C = \frac{dQ}{dV}$$  \hspace{1cm} (2.34)

In terms of the total stored energy, it can be also defined

$$C = \frac{1}{V} \frac{dE}{dV}$$  \hspace{1cm} (2.35)

The two metallic terminals are often termed plates, regardless of the geometry, in analogy with the planar parallel-plate capacitor. This latter model states what is called the geometric dielectric capacitance

$$C_g = \frac{\varepsilon_0 \varepsilon}{d_g}$$  \hspace{1cm} (2.36)

where $d_g$ is the effective distance between plates/metallic electrodes. In this model the charge accumulates at the metallic plates (not in the dielectric nor vacuum) and for a given $d_g$ the amount of charge only depends on the polarizability of the media within the plates.
Expression (2.36) reflects $C_g$ to be constant at any $V$, then the steady-state charge at the plates comes after the integration of (2.34) as

$$C = \frac{Q}{V} \quad \text{(2.37)}$$

The integral capacitance of (2.37) is the most practical definition when $C$ is $V$-independent, like $C_g$.

The AC equivalent circuit of a real capacitor under measurement conditions is presented in Figure 2.9a, which includes ohmic voltage loses $V\Omega$ through the series resistor $R_s$ and some leakage currents through a parallel resistor $R_p$. This is also the simplest AC equivalent circuit model which can be used to simulate a solar cell. Note that differently to the DC circuit in Figure 2.7, the AC approach does not “see” the photo generated current and the $R_p$ is not only accounting for the $R_{sh}$ but also for the recombination resistance from the diode.
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**Figure 2.9.** (a) AC equivalent circuit for a real capacitor under measurement and the simplest AC equivalent circuit for a solar cell. (b) Ideal displacement currents $J = J_{cap}$ when $R_p \to \infty$ in (a) for several cases of stepped or swept voltage, as indicated. (c) Cyclic voltammetry patterns with sweep direction as arrows for ideal, real and pseudocapacitors.

By making $R_p \to \infty$ in Figure 2.9a only displacement current is allowed to flow through the circuit. These capacitive currents $J_{cap}$ may depend on the polarization routine applied to the capacitor. For instance, when constant stepped or continuous swept voltage with constant scan rate $s$, basic Kirchhoff’s circuits voltage law leads to

$$\frac{\partial q(t)}{\partial t} + \frac{q(t)}{R_s C} = \frac{V_0 + s t}{R_s} \quad \text{(2.38)}$$

with the time initials $Q(0) = Q_0$, $V(0) = V_0$. Note that for stepped changes of voltage $s = 0$ and $V(t) = V_0$ until the next voltage step, while in the sweeping condition the $V(t)$ is always changing. The derivative of equation (2.38) gives directly the current

$$J_{cap} = s \cdot C \left(1 + \left(\frac{V_0}{R_s s C} - \frac{Q_0}{R_s s C^2} - 1\right) \exp\left[-\frac{t}{R_s C}\right]\right) \quad \text{(2.39)}$$

There the characteristic relaxation time $\tau = R_s C$ determines the current evolution. This is illustrated in Figure 2.9b, as well as the transition to the sweep regime, when $J_{cap} \equiv s \cdot C$ when the exponential term fades in (2.39), approaching (2.32). Figure 2.9c displays the situation of at least two consecutive voltage sweeps between symmetric biases in the opposite directions, also
known as cyclic voltammetry. An ideal capacitor may deliver $J_{cap}$ as (2.39) in a nearly perfect square $J - V$ pattern, as the solid lines in Figure 2.9c.

Real capacitors would include leakage currents through the bulk material between the plates, like a parallel resistor. This is not considered in (2.39), where $s$ and $C$ were assumed constant despite in practice they could be bias and hence time dependent. Nevertheless, independently of the exact corrections, the general response from a real pure real capacitor in a cyclic voltammetry experiment may look like the dashed lines in Figure 2.9c. The ohmic slope of the resistance “tilts” the squared $J - V$ curve of the ideal case. Furthermore, additional non-capacitive distortions, like kinks, are characteristic of faradaic currents due to reversible redox processes. This is known as pseudocapacitance behavior.[109-110]

The charging/discharging experiments can be a straightforward and intuitive way to analyze capacitive processes and estimate time constants. This is the main idea behind some characterization techniques like transient photovoltage (TPV)[111-112] and photo-induced charge extraction (CE)[112-113] where the carriers recombination kinetics of photosensitive devices is tested via time dependent photovoltage charging/discharging.

Alternatively, and complementary to the transient time-domain experiments, the spectroscopic frequency-domain approach is a very useful strategy. Most representative of the latter is the impedance spectroscopy (IS) characterization technique, which is the standard way to access the differential capacitance. The IS spectra also allow to elucidate resistance and conductivity modes in materials and devices, as further explained in Chapter 3.

### 2.6. Capacitance in solar cells

The simplest capacitance from any sample between two electrodes is that of the geometrical dielectric $C_g$, as introduced in (2.36). In the cases of thin film and other emerging PVs like organic or PSCs, a sequence of different materials compose the cell (see Figure 2.3). Therefore, $l$ layers in series rewrites (2.36) as

$$C_g = \left( \sum l \frac{1}{C_{g,i}} \right)^{-1} = \left( \sum l \frac{d_l}{\varepsilon_0 \varepsilon_l} \right)^{-1} \tag{2.40}$$

where $d_l$ is the thickness of the $l^{th}$ layer and $\varepsilon_l$ the corresponding dielectric constant in the high frequency range from the impedance spectra.

However, all-solid-state solar cells are typically composed by semiconductors, whose charge carrier concentration upon perturbation is significant, differently to dielectrics. Hence, the capacitance of a solar cell fits equation (2.34) as[^114-116]

$$C = q \left| \frac{\partial}{\partial V} \int_0^d n \, dx \right| \tag{2.41}$$

where the integral is taken between the electrodes at positions $0^-$ and $d^-$, and the bias derivative impose the condition of mobile charge carriers to the electrons and holes concentrations $n$ and $p$, respectively. The equation (2.41) can analogously be expressed in terms of holes concentration. Also note that thicknesses in (2.36) and (2.40) are the same, only that conceptually $d = d^- - 0^-$ and $d_g = d^+ - 0^+$. 

[^114-116]: Additional references for thorough understanding.
Expression (2.41) highlights the importance of the integration space region and the applied voltage for determining the capacitance. Accordingly, within the depletion region, and at reverse bias and low forward bias, the depletion layer capacitance \( C_{dl} \) related with doping and deep levels will be discussed in Section 2.6.1 and Section 2.6.2, respectively.\textsuperscript{[117]} Later, at larger forward biases, when depletion zone contributions are negligible, the diffusion or chemical capacitance \( C_\mu \) will be tackled in Section 2.6.3.

### 2.6.1. Depletion capacitance I: Mott-Schottky analysis

In Section 2.1 the built-in voltage \( V_{bi} \) was introduced as the total step electrostatic Galvani potential, in (2.5) and (2.6). Having a \( V_{bi} \) is a necessary condition for the charge selectivity in a solar cell. Following the notation of Figure 2.2,

\[
qV_{bi} = \Delta \Phi = |\Phi_1 - \Phi_2| \tag{2.42a}
\]

where the absolute work function step \( \Delta \Phi \) is taken between selective contacts 1 and 2, i.e., \( \Delta \Phi_{n,p} \) in p-n junctions or \( \Delta \Phi_{n,m} \) or \( \Delta \Phi_{p,m} \) in Schottky diodes.\textsuperscript{[9, 118]}

As introduced in Poisson’s equation (2.17), the origin of the rectifying structure \( 2.42a \) lies in the appropriate distribution of acceptor and/or donor type fixed ionized defects characterized by the concentrations \( N_A \) and \( N_D \), respectively. These also called doping concentrations are mainly due to shallow trap levels which shift the Fermi level towards the conduction or valence bands. Then, from energetic analysis on the position of the Fermi level, and (2.7), an approximation can be made neglecting dipoles for p-n junctions of non-degenerate semiconductors as

\[
V_{bi} \approx \Delta \chi_n + \Delta E_g + \frac{k_B T}{q} \ln \left( \frac{N_A}{n_i} \right) + \frac{k_B T}{q} \ln \left( \frac{N_D}{n_i} \right) \tag{2.42b}
\]

where the absolute differences in electron affinity \( \Delta \chi_n \) and band gap \( \Delta E_g \) account for heterojunctions.

However, the use of (2.42) to determine \( V_{bi} \), \( N_A \) and/or \( N_D \) can be problematic due to the several experimental techniques that could be needed. Besides, as important as knowing these parameters is to determine their space distribution. An alternative approach is provided by the capacitance in dark and under reverse bias or forward DC voltages enough lower than \( V_{bi} \).

Upon the formation of a p-n junction, the weakly bonded electrons in the neutral donor defects of the n-side reach the closest holes in the neutral acceptor defects of the p-side. As result, fixed ionized space charge regions (SCRs) with widths \( w_n \) and \( w_p \) are formed at the n- and p-side of the junction, respectively, leaving a quasi-neutral region (QNR) elsewhere. This is illustrated in Figure 2.10a for the case of the one-sided abrupt (OSA) junction, meaning that one of the defect concentrations is much higher than the other, e.g. \( N_D \gg N_A \). Since the neutrality of the device must be granted, within the space charge region

\[
N_D w_n = N_A w_p \tag{2.43}
\]

For the OSA junction the total depletion region width \( w = w_n + w_p \) is mostly only the section on the lightly doped semiconductor, e.g. \( w \approx w_p \) in Figure 2.10a.

In equilibrium, \( w \) only depends on the doping densities of the material(s). The corresponding energy diagram depends on the doping densities and \( V_{bi} \), and one can solve the
Poisson’s equation (2.17) with the neutrality condition (2.43), full ionization (no majority carriers) and adding external voltage to get the DC bias dependent depletion layer width\(^9\) as

\[
W = \sqrt{\frac{2e_0e}{qN}} (V_{bi} - V) \tag{2.44}
\]

where the doping concentration \(N\), as well as \(\varepsilon\) and the voltage dependency inside the parenthesis are effective parameters, depending on the model (see Table 2.1.). Upon AC voltage small perturbation \(\tilde{V}\) there will be a consequent \(\tilde{W}\) change which implies a dynamic ionization of neutral defects at the edges of the depletion region towards the QNR; for the OSA junction \(\tilde{W}\) is mostly in the lower doped semiconductor, e.g. p-side in Figure 2.10a.

Applying definition (2.41) to the OSA junction may result in the equilibrium situation depicted in Figure 2.10b. Smaller bulk contributions from the depletion zone and QNR, are the neutral capacitance \(C_N\) and the chemical capacitance \(C_\mu\), respectively.\(^{[116]}\) In both cases the definition of capacitor plates like (2.36) makes no sense: at every position \(x\) there are as many electrons as holes. Thus, contrary to dielectric \(C_g \propto d^{-1}\), the bulk capacitance increases with thickness; e.g. \(C_N \propto w\) and \(C_\mu \propto (d - w)\). The influence of \(C_N\) reverse bias can in practice be neglected,\(^{[119]}\) and under forward bias it would be even lower or none. On the other hand, \(C_\mu\) is of mayor importance when \(V \to V_{bi}\), as further discussed in Section 2.6.3. However, at the edges of the depletion zone an incremental voltage change \(\partial V\) ionizes the same incremental charge \(dQ_{dl}\) at each end of the space charge, but with opposite sign in each side. This is a typical behavior of a parallel-plate capacitor. Thus, equation (2.41) is rewritten as\(^{[115-116]}\)

\[
C_{dl} = \frac{q}{2} \left| \frac{\partial}{\partial V} \int_{0^+}^{d-} (n - p) \, dx \right| \quad \text{or} \quad C_{dl} = \frac{q}{2} \left| \int_{0^+}^{d-} \frac{d}{dV} \frac{n-p}{n+p} \, dx \right| \tag{2.45}
\]

which results, similarly to (2.36), in the homojunction depletion layer capacitance per unit area:

\[
C_{dl} = \frac{e_0e}{w} \tag{2.46}
\]

In the depletion approximation the voltage drop in the QNR is negligible, so \(C_{dl}\) and \(C_g\) are approximately at the same \(V\), thus from \(w \ll d\) then \(C_{dl} \gg C_g\). However, as reverse bias is increased, \(w\) is enhanced to the limit \(d\), then \(C_{dl} \to C_g\) and full depletion is achieved. On the contrary, if forward biases lower than \(V_{bi} - V_{th}/2\) are applied, \(w\) shrinks up to the limit of the Debye length

\[
L_D = \sqrt{\frac{e_0e k_B T}{q^2N}}. \tag{2.47}
\]

With plate separation \(L_D\), at the junction and/or the interfaces there will be double layer Debye capacitances

\[
C_D = \frac{e_0e}{L_D}. \tag{2.48}
\]

which are significant when \(w \to L_D\), due to the series connection between \(C_{dl}\) and \(C_D\).
Finally, if valid the conditions to apply (2.44) and (2.46) in the appropriate range where $L_D < w < d$, then $C^{-2}$ may behave linear as

$$C^{-2} = \frac{2}{q\varepsilon_0 eN} (V_{bi} - V) \quad (2.49)$$

These are the main ideas behind the Mott-Schottky (MS) capacitance analysis, where the slope and intercepts of the MS plot inform on the effective values of $N$ and $V_{bi}$, respectively. Equation (2.49) can be properly modified to satisfy different density profiles, as summarized in Table 2.1.

The p-i-n junction case is of particular interest in PSCs and organic solar cells. In this profile, an intrinsic region of width $w_i$ lies between the two poles of the space charge region, as in Figure 2.10c. Also, the electric field and Galvani potentials show constant and linear monotonic behaviors in the intrinsic region, as respectively illustrated in Figure 2.10c lower panel.

The energy stored in the electrostatic field can be found integrating (2.35) and substituting the expressions in Table 2.1. For instance, in the OSA p-n homojunction:

Figure 2.10. Abrupt one-sided homojunction (a) charge density profile and (b) corresponding $V$-mobile charge carriers. In (c) there is the analogue p-i-n profile and respective field and electrostatic potential. Filled circles with “+” and “−” symbols are fixed ionized donor and acceptor defects, respectively. Empty circles are neutral ions with their respective electron e+ or hole h+.
\[ E_{dl} = \sqrt{\frac{2\varepsilon_0 e q N V_{bi}^3}{9}} \left( 1 - \frac{V}{V_{bi}} \right)^{\frac{3}{2}} \left( 1 - \frac{3V_{bi}}{(V_{bi}-V)} \right) + 2 \]  

(2.50)

which is a very low energy (see Section 2.6.3), in comparison with that extracted per second from a typical solar cell under standard 1 sun illumination.

<table>
<thead>
<tr>
<th>Model</th>
<th>Depletion layer width</th>
<th>Capacitance MS analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrupt p-n homojunction [^{120}]</td>
<td>[ w = \frac{2\varepsilon_0 e (N_A + N_D)}{q N_A N_D} (V_{bi} - V - 2V_{th}) ]</td>
<td>[ C^{-2} = \frac{2(N_A + N_D)}{q \varepsilon_0 e N_A N_D} (V_{bi} - V - 2V_{th}) ]</td>
</tr>
<tr>
<td>OSA p-n junction ((N_A \ll N_D)) [^{121}]</td>
<td>[ w \approx \frac{2\varepsilon_0 e (V_{bi} - V)}{q N_A} ]</td>
<td>[ C^{-2} \approx \frac{2(V_{bi} - V)}{q \varepsilon_0 e N_A} ]</td>
</tr>
<tr>
<td>Abrupt p-n heterojunction [^{9}]</td>
<td>[ w = \frac{2\varepsilon_0 e (N_A + N_D)^2}{q N_A N_D} (V_{bi} - V) ]</td>
<td>[ C^{-2} = \frac{2(N_A e N_A + N_D e N_D)}{q \varepsilon_0 e N_A N_D} (V_{bi} - V) ]</td>
</tr>
<tr>
<td>OSA p-i-n homojunction ((N_A \ll N_D)) [^{121}]</td>
<td>[ w = \frac{2\varepsilon_0 e (V_{bi} - V) + w_i^2}{\sqrt{q N_A}} ]</td>
<td>[ C^{-2} = \frac{2(V_{bi} - V)}{q \varepsilon_0 e N_A} + \left( \frac{w_i}{\varepsilon_0 e} \right)^2 ]</td>
</tr>
<tr>
<td>Abrupt p-i-n homojunction [^{122}]</td>
<td>[ w = \frac{2\varepsilon_0 e (N_A + N_D)}{q N_A N_D} (V_{bi} - V) + w_i^2 ]</td>
<td>[ C^{-2} = \frac{2(N_A + N_D)}{q \varepsilon_0 e N_A N_D} (V_{bi} - V) + \left( \frac{w_i}{\varepsilon_0 e} \right)^2 ]</td>
</tr>
<tr>
<td>Linearly graded p-n homojunction [^{121}]</td>
<td>[ w = \sqrt{\frac{12 \varepsilon_0 e}{q a_p}} (V_{bi} - V) ]</td>
<td>[ C^{-3} = \frac{12}{q a_p \varepsilon_0 e^2} (V_{bi} - V) ]</td>
</tr>
<tr>
<td>Arbitrary doping profile p-n homojunction [^{9}]</td>
<td>[ w = \frac{\varepsilon_0 e}{C} ]</td>
<td>[ N(w) = -\frac{2}{q \varepsilon_0 e} \left( \frac{d(C^{-2})}{dV} \right)^{-1} ]</td>
</tr>
</tbody>
</table>

“A” and “D” stand refereeing to the acceptor or donor side of the junction, and \(a_p\) is the doping concentration gradient.

Under illumination, typical silicon junctions behave not so different to the above concepts. For instance, at short-circuit the photo-junction capacitance results

\[ C_{sc} \equiv C_{dl} \left( 1 + \frac{J_{sc}}{J_\delta} \right) \]  

(2.51)

where \(C_{dl}\) is the dark depletion capacitance and usually \(J_\delta \gg J_{sc}\) resulting \(C_{sc}/C_{dl} < 2\) under 1 sun illumination.\[^{123-126}\] In the case of p-i-n junctions, it has been proposed that \(J_\delta \equiv 2V_{bi}^2 (\mu_N + \mu_P) \langle w_i \rangle^2.\[^{127}\] Therefore, at SC, the photo-generation of charge carriers may lightly shrink the depletion width and enhance bulk densities in a way that the integral (2.41) is not significantly different. This is illustrated in Figure 2.10b with red dot-dashed lines (assuming logarithmic ordinate axis).

The measurement of \(C_{dl}\) is typically done via IS at a single high frequency, while sweeping the DC bias. Further experimental details will be provided in the next chapter. Also, the textbook example of linearly graded homojunction \(\rho(x) \propto x\) was included in Table 2.1 for illustrative reasons, and further studies on higher grading coefficients \(M_\rho\) in the charge density profile \(\rho(x) \propto x^{M_\rho}\) can be found in the literature.\[^{128-129}\]
In closing, the MS analysis results an useful tool for evaluating the charge density profiles, doping densities and built-in field in solar cells where the charge at the edge of the depletion layer can be modulated and sensed.

### 2.6.2. Depletion capacitance II: Deep trap levels

In the previous section, the depletion capacitance was introduced as a consequence of the formation of the rectifying junction with space charge regions, being $N_A$ and/or $N_D$ determining factors for $w$ and hence $C_{dl}$. The meaning and consequent naming of the acceptor and donor concentrations as “doping” densities is very straightforward in first generation silicon (group IV) devices. There, the conductivity type of each side of the junction is achieved by introducing interstitial and/or substitutional impurities in the crystal from groups III and V, typically B and P, to produce p- and n-semiconductor, respectively. This doping creates allowed shallow levels in the bandgap close to the valence or conduction band due to the extrinsic acceptor and donor defects, respectively. Then the Fermi level is shifted from the intrinsic level towards the doping level.

Differently, like in thin film solar cells and the selective contacts in other emerging PVs, the conductivity can be achieved by a sort of “self-doping” due to intrinsic defects. Typical intrinsic point defects like vacancies, self-interstitials and antisite are always present, energetically distributed within the bandgap. Thus, only high enough concentration of shallow intrinsic defects, capable of shifting the Fermi level, permits to “self-dope” the semiconductor.

However, independently of the intrinsic or extrinsic nature of the defects, other deeper defects in lower concentrations $N_t$ can coexist with those responsible for the doping levels, $N_A$ or $N_D$. These so-called deep trap levels are of particular importance in the non-radiative SRH recombination processes, mainly if lying around mid-bandgap.

A deep trap acceptor single level with energy $E_t$ above the valence band and defect concentration $N_t$ is depicted in the energy diagram and respective charge density profile of the p-side of a junction in Figure 2.11. There, the $qV_{bi}$ band bending within the space charge region $w$ is illustrated, given that the intrinsic level “follows” the electrostatic potential and the acceptor defects below the Fermi level may be ionized.

The presence of the trap level makes an step in the charge density profile $\rho(x)$ at position $x_t$ where $E_F(x) = E_t(x)$, as in the middle panel of Figure 2.11. Note that, in the schemed region towards the junction, only at $x_t$ and $w$ it is possible to obtain non-zero values from the time derivative of $\rho(x)$ under an AC voltage perturbation, as in the lower panel of Figure 2.11.

Unfortunately, in-situ evaluation of $x_t$ is unpractical due to experimental limitations, and also typically $N_t$ is much lower than the doping concentration. Hence, it is intuitive to think that when changing voltage, the current signal (in transient or AC experiments) provides information from both $w$ and $x_t$, respectively the doping and deep trap level. However, deep traps and doping levels not only contribute to current at different points in the space charge region, but, more importantly, they have well defined different characteristic response time.

Illustratively, for an acceptor trap in equilibrium like Figure 2.11 the increase of applied reverse bias boost the relative distance between the $E_F$ and $E_V$ in the band bending region. Thus, $w$ and $x_t$ increase as defects are ionized. The trapping-detrapping processes at $x_t$ due to voltage...
excitation have a characteristic time \( \tau = \omega_{em}^{-1} \), which also characterize the detailed balanced thermal capture-emission processes. Assuming no degeneracy, the emission rate results

\[
\omega_{em} = N_V \nu_{th} \sigma_{cs} \exp\left[-\frac{E_t}{k_B T}\right] \tag{2.52a}
\]

with \( N_V \) after (2.3), \( \nu_{th} = \sqrt{\frac{2k_B T}{\pi m^*_h}} \) is the holes thermal velocity, \( \sigma_{cs} \) the capture cross section and \( \omega_0 = N_V \nu_{th} \sigma_{cs} \) the so called attempt-to-escape frequency. The latter can be found assuming thermal independent \( \sigma_{cs} \) as

\[
\omega_0 = \frac{8\pi M_V m^*_h \sigma_{cs} k_B^2}{\hbar^3} T^2 \tag{2.42b}
\]

which is a quadratic function of temperature.

The time and temperature dependencies of the traps emission/capture processes differentiates distinct contributions to the charging/discharging of the depletion region, and hence capacitance. Note that the shallower \( E_t \) is the higher \( \omega_{em} \), at a given \( T \). Later, for a deeper enough level \( E_t \) the corresponding signal may evolve with temperature being the exponential factor in (2.52) predominant, so \( \omega_{em} \) decreases as \( T \) does.

To sum up, significant concentration of trap levels \( N_t \), with deeper energy distance \( E_t \) from the bands, modifies the depletion layer capacitance in different time/frequency scales than the \( C_{dl} \) defining doping concentrations. Besides, the characteristic emission rate of these processes is temperature dependent. These are the main concepts behind several characterization techniques like deep level transient spectroscopy (DLTS) and thermal admittance spectroscopy (TAS).

Figure 2.11. Equilibrium energy diagram of the p-side band bending in an abrupt junction with a bulk deep defect level of energy \( E_t \) above the valence band and defect concentration \( N_t \). Below panels show the corresponding charge density profile \( \rho(x) \) and space charge time variations \( \frac{d\rho(x)}{dt} \) upon voltage perturbation at each point of the region towards the junction. A stronger signal is typically sensed from the edge of the depletion zone than from traps inside the space charge region. The frequency domain is an useful tool to solve each contribution to the total depletion layer capacitance.
2.6.3. Forward bias capacitance

In the two previous sections, the doping and deep level defects capacitive features from classical p-n semiconductor junctions were introduced for dark reverse bias regime, or low enough forward bias condition. These are situations where the DC current is expected to be negligible or not far from the order of the displacement currents upon transient or AC perturbation experiments. Even under illumination, within these voltage ranges the typical silicon solar cells respond nearly the same when a DC photocurrent is flowing.[123-124, 126]

However, as forward bias approaches $V_{bi}$ the space charge region shrinks up to the limit of the Debye length and the minority carriers concentrations are enhanced along the device, approaching the majority concentrations. Then, injection makes the bulk mobile carrier concentration (see Figure 2.10b) to overlap and exceed the dipolar configuration of $C_{dl}$. The charge from the enhanced QNR may contribute to the integral (2.41), that can be rewritten as the chemical capacitance per unit area[115]

$$C_\mu = q \int_{0}^{d} \frac{1}{n+p} \frac{\partial(np)}{\partial V} \, dx$$

which for the OSA p-n homojunction ($N_A \ll N_D$), in dark, results as[115, 130]

$$C_\mu = \frac{n_i^2 q^2}{m_c k_B T N_A} \exp\left[\frac{qV}{k_B T}\right]$$

being $m_c$ a capacitance ideality factor equaling unity at higher voltages and the capacitance contributions concentrated within the diffusion length.[130] This is the reason why $C_\mu$ is also known as diffusion capacitance. Note that from (2.21) and (2.54a) we obtain the proportionality with the forward bias current from the dark Shockley equation:[131]

$$C_\mu = \frac{q \tau_n}{m_c k_B T} J_S \exp\left[\frac{qV}{k_B T}\right]$$

Equation (2.54b) has been empirically adapted to OC under illumination condition by substituting $J_S$ by the corresponding $J_{sc}$.[131] However, conceptually this is not correct, due to conflicting $\tau_n$ definition (2.22) and the integral limits in (2.53). At OC under illumination a forward bias $V = V_{oc}$ should be applied to cancel DC currents. Hence, the chemical potentials $E_{F_n}$ and $E_{F_p}$ are nearly flat ($\partial E_{F_n}/\partial x \equiv \partial E_{F_p}/\partial x \equiv 0$), if low field effects are considered. This situation transforms (2.8) to

$$qV_{oc} \cong E_{F_n} - E_{F_p}$$

which can be derived to rewrite definition (2.53) as[42, 132]

$$C_\mu = q^2 \bar{d} \frac{\partial n}{\partial E_{F_n}}$$

Subsequently, by deriving (2.9) with the neutrality condition we get[126, 133-134]

$$C_\mu = \frac{q^2 \bar{d} n_i^2}{2k_B T} \exp\left[\frac{E_{F_n}-E_{F_p}}{k_B T}\right] \left(\frac{N_D-N_A}{2}\right)^2 + n_i^2 \exp\left[\frac{E_{F_n}-E_{F_p}}{k_B T}\right]^{-1/2}$$

At high voltages (2.57) indicates $C_\mu \propto \exp[qV/2k_B T]$, but at low bias (2.57) is different to (2.54) only by the ratio $L_n/d$. An analogue result is obtained if taking $\partial p/\partial E_{F_p}$ in (2.56). More importantly, note that (2.57) and (2.56) correspond to the chemical capacitance of the occupation
of single states, i.e. CB or VB, which in abrupt bandgaps are defining the currents. In systems with a broad density of states (DOS, \( g \)) it can be assumed that \( C_\mu \approx q^2 L g(E_F n) \) \(^{[42]}\)

It is convenient to empirically combine (2.54) and (2.57) as

\[
C_\mu = \frac{q^2 n_\mu}{k_B T} \frac{n_\mu}{m_\mu} \exp\left(\frac{q V}{m_\mu k_B T}\right)
\]

(2.58)

where \( n_\mu \approx n_i^2/(N_A + N_D) \) is the storage carrier density contributing to \( C_\mu \), \( L_\mu \) is the effective chemical capacitance integration length \( (L_\mu \leq L) \), and \( 1 \leq m_\mu (V) \leq 2 \) is the DC bias dependent chemical capacitance ideality factor.

The energy which is stored in the bulk material, regardless of the electric field, can be found by substituting (2.58) in (2.35) and integrating, so

\[
E_\mu \cong n_\mu L_\mu q V \exp\left(\frac{q V}{m_\mu k_B T}\right)
\]

(2.59)

The capacitance \( C_\mu \) and energy \( E_\mu \) as a function of the storage density \( n_\mu \) are presented in Figure 2.12 for a typical Si solar cell in OC situation under standard 1 sun illumination. Also in Figure 2.12, the depletion capacitance as a function of the doping density is displayed in a situation close to \( V_{bi} \) (highest \( C_{dl} \) values). It is evident that \( C_\mu \) exceeds \( C_{dl} \) several orders of magnitude as \( V_{bi} \) is approached and surpassed.

![Figure 2.12. Capacitance (left) and energy (right) as a function of the doping concentration \( N \), for the depletion capacitance, and storage density \( N_\mu \), for chemical capacitance. Simulation was made for a Si solar cell at \( T = 300 \) K with \( \epsilon = 11.3, V_{bi} = 0.7 \) V and \( V = 650 \) mV in (2.49), (2.50), and \( L_\mu = 100 \) nm, \( V_{oc} = 730 \) mV and \( m_\mu = 1; 1.5; 2 \) in (2.58) and (2.59).](image)

Three illustrative values for \( m_\mu \) are simulated, showing unrealistically larger results for \( m_\mu = 1 \) when \( n_\mu > 10^{10} \) cm\(^{-3}\). This suggest that a transition to \( m_\mu = 2 \) is most likely expected as forward bias increases, similarly to (2.57), since \( n_i \approx 10^{10} \) cm\(^{-3}\) for Si at room temperature.
Interestingly, despite unviable in traditional Si solar cells, $E_\mu$ could reach significant values comparable with supercapacitor behavior if a given modification to the device would make $m_\mu \approx 2$ and $n_\mu \gg n_i$.

In summary, at forward bias an exponential increase of the chemical capacitance is the main mechanism of bulk charge accumulation in a non-dipolar/non-dielectric way.

2.7. Perovskite solar cells and supercapacitors

The combination of the concepts of energy generation and storage has gained the attention of some research groups.\cite{61} Here the supercapacitors seem like a good option.\cite{135-143} This would be advantageous as a supplementary energy storage element in stand-alone and hybrid photovoltaic systems, as well as for some applications like wearable devices and building integration. Furthermore,

There have been three main designs: the horizontally packed, and the parallel and series vertically stacked configurations, as schemes in Figure 2.13a-c. In the horizontal packing variant, both individual devices are laterally set on the same substrate and wired through the opposite electrode.\cite{135} In the parallel vertically stacked alternative, one of the two devices is set on top of the other.\cite{136, 138-139} Either way, the cell charges the supercapacitor connected in parallel through the photovoltage $V_{oc}$ created during illumination. The corresponding AC equivalent circuit is in Figure 2.13d.

Figure 2.13. Supercapacitors and PSCs integration concept. Schemed configurations as (a) horizontally packed and (b) vertically stacked. In (c), the respective AC equivalent circuit and in (d) the voltage time evolution in the supercapacitor as the current-voltage curve transits from light operation to dark in the solar cell. TCO is transparent conducting oxide.
In series vertical stacked design, the cell and the supercapacitor are no longer at the same voltage and three points A, B and C are defined in structure scheme and equivalent circuit of Figure 2.13c,e, respectively.\textsuperscript{[139]}

For the parallel configurations, during light operation the cell first charges the capacitor and then keeps the charged state at operational voltage while the power is consumed by the load. Figure 2.13f shows when light is set off. Then the cell first discharge fast the supercapacitor in the region where it is nearly short-circuiting. Subsequently, the large resistance of the cell makes the discharging slower, as dominated by the load. In this configuration, the wired electrodes can be also disconnected via a switcher, so there is no discharge through the cell in dark.

For the series configuration, similarly, during light operation the supercapacitor (A-B) is charged by the cell (B-C). The voltage at the supercapacitor can be very close to that of the $V_{oc}$, depending of the load. A fast FR voltage sweep between points A and C may deliver an enhanced efficiency, since the effective $V_{oc}$ can be nearly twice that of the cell, and the $I_{cap}$ may add extra $J_{sc}$. In practice, the operational point will be somewhere between the $J-V$ sweep from A-C and the actual cell B-C. An equilibrium should be stated between the battery charging/discharging and the load. Furthermore, when light is switched off, the cell may only affect the voltage decay of the capacitor via the ohmic energy dissipation.

Interestingly, an Au/MAPI/Au supercapacitor with fast discharge has been reported by Slonopas et al.\textsuperscript{[144]} At room temperature, the device exhibited an energy density of 34.2 Wh·kg⁻¹ at 100 Hz, a mean capacitance above 400 mF·cm⁻² between 100 Hz and 100 kHz and the capability of operating at potential differences of up to 10 V.

In summary, the combination of power generation by photovoltaic PSCs and energy storage in integrated external supercapacitors has been reported. Here the question arises on whether it would be possible to enhance the capacitance of the cell itself for creating a supercapacitive perovskite solar cell.
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Chapter 3. Characterization techniques: concepts and instrumentation

In the previous chapter, the theoretical formalisms regarding the working principles of solar cells, their current-voltage ($J - V$) characteristic and their capacitance ($C$) were introduced. These are vital concepts for understanding photovoltaic devices, and thus perovskite solar cells (PSCs). Complementarily, in this chapter we focus in the experimental instrumentation and procedures for characterizing the electrical response of the studied samples in direct and alternating current modes, DC and AC respectively. Specially, impedance spectroscopy (IS) is introduced.

3.1. Structure and materials of the characterized samples

The main focus for the characterizations presented in the subsequent chapters was set on PSCs with regular structure and CH$_3$NH$_3$PbI$_3$ (MAPI) as absorber material.$^{[1-13]}$ The most typical regular structure (see Section 2.2), where TiO$_2$ and spiro-OMeTAD serve as electron and hole selective contacts, ETM and HTM respectively, was systematically studied under several material engineering variations.$^{[1-2, 4, 6-12]}$ Examples of these were the morphology (compact or mesoporous) of the TiO$_2$ layer(s) and the inclusion of capping intermediate layers. Alternatively, the inverted structure was studied.$^{[7, 10]}$ Material samples (not devices) were also considered in some experiments. For instance: MAPI pellets$^{[5]}$ and sandwiched contacted sequence of layers.$^{[7]}$ Furthermore, some experiments were made on devices with regular structure based on mixed cation/anion perovskites, incorporating cesium, formamidinium and bromide.$^{[11-12, 14]}$

Every sample structure and/or material characterized by the author and considered in this work is listed in Table 3.1. There, the labeling used in the following chapters is also specified, as well as the corresponding published article reference. In most of the cases these publications will be considered in deep during the following chapters. Otherwise they will be lightly mentioned.

Note that the only devices fabricated by the author were those identified as mTmapiCIS in Table 3.1. In the rest of the cases the samples were provided, and in all cases the description of the corresponding fabrication procedures can be found in the references. The focus of this work is set on the characterization of the electrical behavior of PSCs, not their fabrication. Nevertheless, a brief section is included subsequently illustrating the main concepts of the general solution-processed production of PSCs.

<table>
<thead>
<tr>
<th>Label</th>
<th>Structure</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mTmapiCIS</td>
<td>FTO/c-TiO$_2$/m-TiO$_2$/CH$_3$NH$_3$PbI$_3$-xCl$_x$/spiroOMeTAD/Au</td>
<td>[1-4]</td>
</tr>
<tr>
<td>cTmapiCIS</td>
<td>FTO/c-TiO$_2$/CH$_3$NH$_3$PbI$_3$-xCl$_x$/spiroOMeTAD/Au</td>
<td>[1]</td>
</tr>
<tr>
<td>mTmapiS1</td>
<td>FTO/c-TiO$_2$/m-TiO$_2$/CH$_3$NH$_3$PbI$_3$/spiroOMeTAD/Au</td>
<td>[4]</td>
</tr>
<tr>
<td>cTmapiS1</td>
<td>FTO/c-TiO$_2$/CH$_3$NH$_3$PbI$_3$/spiroOMeTAD/Au</td>
<td>[7]</td>
</tr>
<tr>
<td>MapiPellet</td>
<td>CH$_3$NH$_3$PbI$_3$</td>
<td>[5]</td>
</tr>
<tr>
<td>mTmapiS2</td>
<td>FTO/c-TiO$_2$/m-TiO$_2$/CH$_3$NH$_3$PbI$_3$/spiroOMeTAD/Au</td>
<td>[7]</td>
</tr>
<tr>
<td>cTmapiS2</td>
<td>FTO/c-TiO$_2$/CH$_3$NH$_3$PbI$_3$/spiroOMeTAD/Au</td>
<td>[7]</td>
</tr>
</tbody>
</table>
The deposition of the selective contacts obviously depends on the structure and materials. Most frequently, the ETM with compact and mesoporous TiO2 layers is made by the sequenced spray pyrolysis and spin coating, respectively. After every spin coating there typically is an annealing step, where the material crystallization is thermally regulated. The TiO2 layers are annealed step, where the material crystallization is thermally regulated. The TiO2 layers are typically made by the sequenced spray pyrolysis and spin coating, respectively. After every spin coating there typically is an annealing step, where the material crystallization is thermally regulated. The TiO2 layers are 3.1.1. Fabrication of perovskite solar cells

The fabrication of perovskite solar cells with regular structure is depicted in Figure 3.1. Note that most of the steps are solution-process based and the annealing periods consist on a few hours at temperatures around 500°C, at most. The details on the solutions, annealing times, spinning speeds, among others, can be found in the references of Table 3.1. More general reviews can be found in the literature. Here, a brief description is commented (see also Section 2.2).

First, the glass/TCO substrate is prepared for the deposition of the next layer. This includes the patterning of the contact design (e.g. laser or solution etching, see Figure 2.3) and the cleaning. The latter typically includes soap washing, solution sonication and/or thermal annealing under ultraviolet (UV) radiation with ozone atmosphere.

The deposition of the selective contacts obviously depends on the structure and materials. Most frequently, the ETM with compact and mesoporous TiO2 layers is made by the sequenced spray pyrolysis and spin coating, respectively. After every spin coating there typically is an annealing step, where the material crystallization is thermally regulated. The TiO2 layers are

<table>
<thead>
<tr>
<th>Label</th>
<th>Structure</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>InvMapi</td>
<td>ITO/PEDOT:PSS/CH3NH3PbI3/PC70BM/Ag</td>
<td>[7, 10]</td>
</tr>
<tr>
<td>FmapiClS</td>
<td>FTO/c-TiO2/m-TiO2/SAM/CH3NH3PbI3-Cl/-spiroOMeTAD/Au</td>
<td>[8]</td>
</tr>
<tr>
<td>mTmapiS3</td>
<td>FTO/c-TiO2/m-TiO2/CH3NH3PbI3/spiroOMeTAD/Au</td>
<td>[9]</td>
</tr>
<tr>
<td>3Dmapi</td>
<td>FTO/c-TiO2/m-TiO2/CH3NH3PbI3/spiroOMeTAD/Au</td>
<td>[11-]</td>
</tr>
<tr>
<td>2DTiOmapi</td>
<td>FTO/c-TiO2/m-TiO2/AVA2PbI4/CH3NH3PbI3/-spiroOMeTAD/Au</td>
<td>12, 15</td>
</tr>
<tr>
<td>2DspiroMapi</td>
<td>FTO/c-TiO2/m-TiO2/CH3NH3PbI3/Bl2PbI4/spiroOMeTAD/Au</td>
<td></td>
</tr>
<tr>
<td>2D3D2Dmapi</td>
<td>FTO/c-TiO2/m-TiO2/AVA2PbI4/CH3NH3PbI3/Bl2PbI4/spiroOMeTAD/Au</td>
<td></td>
</tr>
<tr>
<td>3Dmix</td>
<td>FTO/c-TiO2/m-TiO2/Cs0.1FA0.74MA0.13PbI2.48Br0.39/-spiroOMeTAD/Au</td>
<td></td>
</tr>
<tr>
<td>2DspiroMix</td>
<td>FTO/c-TiO2/m-TiO2/Cs0.1FA0.74MA0.13PbI2.48Br0.39/-PEA2Pn4/spiroOMeTAD/Au</td>
<td></td>
</tr>
<tr>
<td>2D3D2Dmix</td>
<td>FTO/c-TiO2/mTiO2/PEA2Pn4/Cs0.1FA0.74MA0.13PbI2.48Br0.39/-PEA2Pn4/spiroOMeTAD/Au</td>
<td></td>
</tr>
</tbody>
</table>
nearly transparent, with a light yellow tone, as shown in the pictures of upper panel of Figure 3.1. This is an expected behavior since the window material may transmit most of the light (high bandgap) to the absorber material.

![Fabrication process of perovskite solar cells](image)

Figure 3.1. Schemed generic fabrication process of perovskite solar cells, from left to right. Pictures in the upper panel courtesy of M.G-B.

The deposition of the perovskite is most typically made by spin coating. Then, there are subsequent thermal annealing of the perovskite layer, later the HTM (e.g. spiro-OMeTAD) is deposited by spin coating and lastly the metal electrode is evaporated. As the crystallization of the perovskite occurs, the intense dark color arises indicating the strong absorption of the material. Furthermore, the border effects are more evident in the picture after the spiro spin-coating. This indicate how the spinning of the solution may create some minor morphology differences between different pixels in the same substrate.

3.2. Dynamic current-voltage characteristic

The $J-V$ curve in PSCs presents a remarkable hysteresis-like behavior, depending on the measurement ways, as introduced in Section 2.4. Experimentally, the first consequence here is that the power conversion efficiency (PCE) cannot be taken straightforwardly from a single $J-V$ under standard illumination intensity. Also note, that the dynamic evolution of the several $J-V$ curve patterns are of interest, as discussed in subsequent chapters. These two reasons needed an evolution of the setups traditionally used to measure the PCE and the study of the dynamic $J-V$ curves in PSCs.

For evaluation the PCE in PSCs the maximum power point (mpp) tracking is the most advisable procedure. It consist in perform one initial $J-V$ curve between SC and OC, set the sample at the corresponding voltage $V_{mpp}$ for a time $t_{mpp}$, afterwards it is measured the current in a voltage section around the previous $V_{mpp}$. If steady $V_{mpp}$, the previous $V_{mpp}$ is maintained another $t_{mpp}$, if not, the new $V_{mpp}$ value is set for the next $t_{mpp}$. Purposely, the works by Pellet et al.\textsuperscript{[19]} and Rakocevic et al.\textsuperscript{[20]} are very illustrative of different algorithms and the measurement details.
For the study of the dynamic $J - V$ curves, and hence the hysteresis, in PSCs it is needed to use multimeter or potentiostat workstations with a software interface including a “measurement sequence builder”. The latter implies that the software may be able to set continuous routines including steady polarization periods and dynamic voltage sweeping periods, with or without DC illumination. During the voltage sweeping periods, the control of the voltage scan rate is of particular importance for the experiments discussed in subsequent chapters.

Importantly, degradation issues can be significant while measuring the electrical response from PSCs, not only DC but in general. Specifically, moisture can undermine the reliability and reproducibility of the measurement results. In this regard, it is recommended to perform the experiments in N$_2$ atmosphere. For some applications, this can be done by introducing the complete setup inside a glove box. Alternatively, and possibly more practically, the samples are placed in holders with N$_2$ atmosphere and glass windows.

### 3.3. AC spectroscopic techniques

In the previous sections the context was provided on what samples were studied and what should be considered for measuring the traditional $J - V$ characteristic. Here, the framework of the impedance spectroscopy (IS) is introduced. The potentiostat setup is also commented, from which some IS variants and light modulated spectroscopies are available.

#### 3.3.1. Potentiostatic impedance spectroscopy

The impedance was introduced between 1880 and 1900 by Heaviside as a complex transfer function which expresses the ratio between complex voltage and current.[21] In the potentiostatic variant, a small voltage perturbation is applied and the electrical current response is measured, defining the impedance $Z$ with units of Ohms.[22] The IS characterization technique is an established method for the assessment of the resistive, capacitive and inductive properties of materials and complete devices. In the case of photovoltaic cells, the IS can be used to elucidate the main recombination mechanisms,[11] the doping densities,[4, 23] deep defect levels[2] and the density of states.[24]

Formally, one can consider a sample at DC voltage $\bar{V}$ where a steady-state current density $\bar{J}(\bar{V})$ is measured. Then, a small applied voltage perturbation $\tilde{V}(t) = |\tilde{V}| \exp[i \omega t]$ with angular frequency $\omega$ can be applied in AC mode, as illustrated in Figure 3.2a. Here $i = \sqrt{-1}$ is the imaginary unit. Thus, the total applied voltage results

$$V = \bar{V} + |\tilde{V}| \exp[i \omega t] \quad (3.1)$$

and the corresponding current might respond as

$$J = \bar{J} + \tilde{J} \exp[i \omega t] \quad (3.2)$$

Here the phasor-related part $\tilde{J}$ carriers the information on the differential resistance and capacitances for the sample. Hence, a sinusoidal $\tilde{V}(t)$ like Figure 3.2a originates a $\phi$ phase shifted current response, as in Figure 3.2b, which can be written as $\tilde{J} = |\tilde{J}| \exp[-i\phi]$. Therefore, the impedance is defined as
\[ Z(\omega) = \frac{v(t)}{j(t)} = \frac{|v|}{|j|} \exp[i\phi] = |Z| \exp[i\phi] \]  

(3.3)

The \( \phi \)-dependence on frequency \( f = \omega/2\pi \) generates an impedance spectrum. Most commonly, the impedance spectra are represented as \( Z(\omega) = Z'(\omega) + i Z''(\omega) \). The latter is the Nyquist plot representation, as shown in Figure 3.2c, where a distinctive semicircle is depicted from a linear resistor-capacitor (RC) couple with a single response time constant \( \tau \).

The real part of the impedance \( Z' \) informs on the energy dissipation, which is expressed as differential resistance. At the lowest frequencies (\( \omega \to 0 \)) there is nearly no phase shift (\( \phi \to 0 \)), thus \( Z \to Z' \) making the total differential resistance as the radius of the semicircle in the Nyquist plot. In contrast, the imaginary part of impedance \( Z'' \) carries the information on the energy storage, which is expressed as the differential capacitance. The maximum absolute value of \(-Z''(\phi = \pi/4 \text{ in Figure 3.2c})\) corresponds to the characteristic angular frequency \( \omega_c = \tau^{-1} = (R \cdot C)^{-1} \) of the RC couple.

Important, definition (3.3) is only valid under the linearity approximation. For instance, in ohmic samples the current behaves linear with voltage and the “size” of the perturbation is not an issue. However, in non-ohmic samples where the resistance depends on the voltage, the perturbation \( \tilde{V} \) should be small enough so the region of the sampled DC \( J - V \) curve can be approached to a linear one. This is illustrated in Figure 3.2d for a typical solar cell under illumination, where the perturbation was applied around DC open circuit. In practice, it is recommendable to use potentiostatic workstations whose software includes numerical algorithms testing linearity at each measured frequency. An example of this is the significance parameter implemented in the Zahner setup and introduced by Schiller and Kaus\[25\].

By measuring the IS, one is simultaneously accessing to variate magnitudes. Here we focus in capacitance, inductance and AC conductivity, besides impedance. Note that that AC conductivity is a volume-normalized form of the admittance \( Y \). In Table 3.2 their different complex definitions are listed, as well as the relations among them. Also in Table 3.2, there are the expressions for the real and imaginary parts of these magnitudes as a function of typical...
measurement data: \( Z' \) and \( Z'' \) or \( |Z| \) and \( \phi \). This is a handy list for the ulterior parametric representations, e.g. Nyquist \( Z''(Z') \) or Bode \( Z'(\omega) \) and \( Z''(\omega) \) plots.

The real parts of \( Z, \ C^*, \ L^* \) and \( \sigma^* \) towards the limit \( \omega \to 0 \) indicate total resistance, capacitance, inductance and DC conductivity, respectively. The real part of impedance \( Z' \) indicates the energy dissipation through resistive mechanisms. The imaginary part \( Z'' \) is the reactance, which relates with the energy storage. For instance, the capacitive and inductive reactances typically indicate energy storage in form of electric and magnetic fields, respectively. If only dielectric relaxation processes are considered, from the magnitudes in Table 3.2 we can obtain the complex dielectric constant \( \varepsilon^* = d \ C^* \) and the complex electric modulus \( M^* = 1/\varepsilon^* = L^*/d \), where \( d \) is the distance between the electrodes.\(^{[22, 26]}\)

The AC conductivity is a normalized form of the admittance \( Y^* = 1/Z \). They are related as \( Y^* = \sigma^*/d \). From the latter relation, the conductance and susceptance can be expressed as \( Y' = \sigma'/d \) and \( Y'' = \sigma''/d \), respectively. This normalization makes the conductivity a unique property of the sample, regardless of the geometry. Note that the admittance carries the exact information as the impedance. This is the reason why some methods/ procedures are indistinctly named impedance or admittance spectroscopies in different contexts. An example of this is the thermal admittance spectroscopy (TAS), as subsequently commented in Section 3.3.3.

The different spectroscopic representations from magnitudes in Table 3.2 carry an specific information which can be accessed by the suitable model. The spectra are typically fitted by numerical methods to these models and the studied sample is characterized in terms of the fitting parameters. There are two main approaches here: the solution of the time dependent transport equations (see Section 2.3) or the equivalent circuit (EC) models.

<table>
<thead>
<tr>
<th>Definition as a function of (…)</th>
<th>Impedance (Ω cm(^2))</th>
<th>Capacitance (F cm(^{-2}))</th>
<th>Inductance (H cm(^2))</th>
<th>AC conductivity (S cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex (( Z ))</td>
<td>( Z )</td>
<td>( C^* = \frac{1}{i\omega Z} )</td>
<td>( L^* = \frac{Z}{i\omega} )</td>
<td>( \sigma^* = \frac{d}{Z} )</td>
</tr>
<tr>
<td>Complex (( C^* ))</td>
<td>( Z = \frac{1}{i\omega C^*} )</td>
<td>( C^* )</td>
<td>( L^* = -\frac{1}{\omega^2 C^*} )</td>
<td>( \sigma^* = \frac{i\omega \ d \ C^<em>}{\sigma^</em>} )</td>
</tr>
<tr>
<td>Complex (( L^* ))</td>
<td>( Z = i\omega L^* )</td>
<td>( C^* = -\frac{1}{\omega^2 L^*} )</td>
<td>( L^* )</td>
<td>( \sigma^* = \frac{d}{\omega L^*} )</td>
</tr>
<tr>
<td>Complex (( \sigma^* ))</td>
<td>( Z = \frac{d}{\sigma^*} )</td>
<td>( C^* = \frac{\sigma^*}{i\omega d} )</td>
<td>( L^* = \frac{d}{i\omega \sigma^*} )</td>
<td>( \sigma^* = \frac{Z'd}{(Z'^2 + Z''^2)} )</td>
</tr>
<tr>
<td>Re (( Z', Z'' ))</td>
<td>( Z' )</td>
<td>( C' = \frac{-Z''}{\omega(Z'^2 + Z''^2)} )</td>
<td>( L' = \frac{Z''}{\omega} )</td>
<td>( \sigma' = \frac{Z'd}{(Z'^2 + Z''^2)} )</td>
</tr>
<tr>
<td>Im (( Z', Z'' ))</td>
<td>( Z'' )</td>
<td>( C'' = \frac{-Z'}{\omega(Z'^2 + Z''^2)} )</td>
<td>( L'' = -\frac{Z'}{\omega} )</td>
<td>( \sigma'' = \frac{-Z'd}{(Z'^2 + Z''^2)} )</td>
</tr>
<tr>
<td>Re ((</td>
<td>Z</td>
<td>, \phi ))</td>
<td>( Z' =</td>
<td>Z</td>
</tr>
<tr>
<td>Im ((</td>
<td>Z</td>
<td>, \phi ))</td>
<td>( Z'' =</td>
<td>Z</td>
</tr>
</tbody>
</table>

The time dependent solution of the drift-diffusion equations (DDE) in photovoltaic solar cells depend on more fundamental and varied parameters. Typically, one would need the mobilities
(\(\mu_n\), \(\mu_p\)), diffusion coefficients (\(D_n\), \(D_p\)), recombination coefficients (\(\tau_n\), \(\tau_p\), \(\beta\), \(A_n\), \(A_p\)), recombination velocity (\(S_{rn}\), \(S_{rp}\)), intrinsic concentration (\(n_i\)), doping concentrations (\(N_A\), \(N_D\)), dielectric constant (\(\varepsilon\)) and built-in voltage (\(V_{bi}\)). Moreover, in the case of heterostructures some of these parameters should be defined at each section between the electrodes. This is of course, a very detailed description, at the cost of a higher time and machine consuming task.

In the EC model method, the system is approached to an array of simpler circuit elements whose behavior simulate the experimental spectra. Note that, with the appropriate assumptions, EC and DDE methods may be equivalent, and the parameters in one should be possible to be expressed as a function of the other. The circuit elements which will be used in subsequent chapters are summarized in Table 3.3, i.e resistors, capacitors, inductors and constant phase elements (CPE). There, a summary on units, scheme, impedance, capacitance, phase and the time constant \(\tau\) assuming a coupled resistor \(R\) are also provided.

Interestingly, inductors can create negative capacitance-like behavior, despite their storage energy mechanism is fundamentally different. Furthermore, the CPE approaches a capacitor or a Warburg diffusion element when its dimensionless non-linearity power parameter \(\theta \rightarrow 1\) or \(\theta \rightarrow 1/2\), respectively. In the case \(\theta = 1\), the CPE coefficient parameter \(\theta\) is \(C\), otherwise the units of \(\theta\) also depend on \(\theta\).

<table>
<thead>
<tr>
<th>Circuit element</th>
<th>Parameter</th>
<th>Unit</th>
<th>Scheme</th>
<th>Impedance</th>
<th>Capacitance</th>
<th>(\phi)</th>
<th>*(\tau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor</td>
<td>(R)</td>
<td>(\Omega \text{ cm}^2)</td>
<td>(\sqrt{\cdot})</td>
<td>(R)</td>
<td>-</td>
<td>0(^\circ)</td>
<td>-</td>
</tr>
<tr>
<td>Capacitor</td>
<td>(C)</td>
<td>(\text{F cm}^2)</td>
<td>(\frac{1}{i\omega C})</td>
<td>(C)</td>
<td>-90(^\circ)</td>
<td>RC</td>
<td></td>
</tr>
<tr>
<td>Inductor</td>
<td>(L)</td>
<td>(\text{H cm}^2)</td>
<td>(i\omega L)</td>
<td>(-\frac{1}{\omega^2L})</td>
<td>90(^\circ)</td>
<td>(\frac{R}{L})</td>
<td></td>
</tr>
<tr>
<td>Constant phase element (CPE)</td>
<td>(\theta)</td>
<td>(\text{F cm}^2) (s^{\theta-1})</td>
<td>(\frac{1}{\theta (i\omega)^\theta})</td>
<td>(\frac{(R\theta)^{1/\theta}}{R})</td>
<td>(-\theta \cdot 90(^\circ))</td>
<td>((R\theta)^{1/\theta})</td>
<td></td>
</tr>
</tbody>
</table>

Importantly, Table 3.3 lists frequency independent parameters. They share units and causality relations with some magnitudes in Table 3.2, but they should not be mistaken. Each array of circuit elements forms an EC with an unique theoretical IS spectra. But each experimental IS spectra with \(N_f\) points/frequencies can be modeled by a combinatorial number of EC with up to \(N_f\) circuit element parameters each. Fitting accuracy increases as \(N_f\), thus, in practice, one measures spectra with as many points/frequencies as possible, at the cost of the time-consuming task as frequencies lessen. However, one also wants to give uniqueness and physical meaning to the used EC model. Therefore, one chooses the lower possible number of meaningful parameters, with an acceptable accuracy. “Physically meaningful EC models with just acceptable fittings are preferred over perfect fittings with parameters with ambiguous physical meanings”.
Each EC model has an overall total characteristic response time $\tau_T$, which could be integrated by individual time constants $\tau$, corresponding to individual sections of the EC. Last column of Table 3.3 shows the time constants for typical RC, RL of RCPE coupled circuit elements. For instance, in the Nyquist representation one single $\tau = RC$ couple would deliver an arc like that of Figure 3.2c. Further time constants would deform that arc (if similar $\tau$) or add extra arcs (if different $\tau$).

Detailed tutorials on equivalent circuits, their representations and IS analysis in solar cells can be found in the literature.\[22, 26-31\] Nevertheless, whatever the EC model is used, it may include resistive elements related with the transport mechanisms in Section 2.3 and capacitive elements as those described in Section 2.6. Furthermore, ohmic series resistance and inductance are also usually present, most typically as artifacts of the wires and connections.

Using IS to study solar cells under incident DC illumination power $P_{in}$ is obviously of special interest here. In principle, there is no restrictions and one can measure IS at any quasi-steady state defined by DC light and voltage. However, in practice, potentiostatic IS when significant DC current is flowing is typically affected by inductive artifacts.

DC open-circuit condition is the most typical IS characterization routine for studying solar cells under illumination. In this procedure a series of $P_{in}$ values are set, and for each one the DC voltage corresponding to the $V_{oc}$ is applied. This quasi-open-circuit state typically only let currents between nanoamps and microamps. Then the small AC voltage perturbation $V \sim 10$ mV is applied, and the current response is measured in the spectrum frequency range. Given that photocurrent charge extraction is canceled by injected recombination current, the complete measurement is mostly informing on recombination phenomena. The procedure is repeated for several light intensities, as schemed in Figure 3.3a.

![Figure 3.3](image)

**Figure 3.3.** Measurements of impedance spectroscopy as a function of open-circuit voltage in solar cells under different illumination intensities: (a) schemed procedure and (b) rough approximation of the effect on the $J-V$ curve for incident light intensities $P_{in1} < P_{in2} < P_{in3} < P_{in4}$. The red ellipses in (b) indicate the perturbation $V$ and corresponding current response $J$.

The IS measurements at quasi-OC mainly explore the recombination mechanisms in the voltage region around the values corresponding to mpp and OC for standard illumination intensity. For devices with large fill factor it can be difficult to measure $V_{oc}$ at low illumination intensities, like $P_{in1}$ in Figure 3.3b, because the situation is not significantly different to dark,
only that the illumination can generate noise artifacts. In PSCs, the hysteretic like mechanisms makes even harder the determination of the $V_{oc}$. Accordingly, larger illumination intensities are typically considered, like from $\bar{I}_{in2}$ to $\bar{I}_{in4}$ in Figure 3.3b.

The numerical simulations or fittings of IS spectra to EC models where performed in the ZView software from Scribner Associates. Further analytical simulations or fittings were made with Origin software from OriginLab and/or Mathematica, from Wolfram Research.

### 3.3.2. Mott-Schottky measurement

As introduced in Section 2.6.1 (see Table 2.1), the Mott-Schottky (MS) analysis aims to characterize the depletion layer capacitance $C_{dl}$ as a function of the DC voltage $V$. Figure 3.4a shows a typical MS plot from two heterojunction silicon solar cells with different doping densities and built-in voltages. The measurement is mainly focused in reverse biases, where the depletion layer width expands and $C^{-2}(V)$ grows linearly. Higher slopes indicate lower doping and the intercept of the linear fittings with the voltage axis estimates $V_{bi}$.

Ideally, the MS procedure would start measuring the complete IS spectra at each DC bias. Then fitting the spectra to a complete EC model would provide, at each $V$, the equivalent capacitance from the capacitor(s) coupled with the lowest time constant(s) (highest frequencies), i.e. from microseconds to milliseconds (from kHz to MHz). But this would be a very time-consuming task.

In practice, one single appropriate frequency $f_{dl}$ is sampled while varying the DC voltage, in the MS analysis. Then, the simplest RC circuits are assumed: series $C_s$ and $R_s$ and parallel $C_p$ and $R_p$, Figure 3.4b,c respectively. $C_s$ and $C_p$ are default MS analysis outcome from commercial measurement setups. The series circuit means an ideal capacitor $C_s$ with real series ohmic voltage drop through $R_s$. The parallel circuit implies a real capacitor $C_p$ with leakage currents through $R_p$, but ideally connected without ohmic series voltage drop. The simplest realistic scenario would be that of Figure 3.4d, where both series and parallel parasitic resistances are considered.

![Figure 3.4: Mott-Schottky analysis. (a) MS plots from two silicon heterojunction solar cells. Data from ref. [23], Copyright 2017, Elsevier B.V. Basic (b) parallel and (c) series equivalent circuits for the capacitance measurements.](image)

The impedances and capacitances for the ECs in Figure 3.4b-d are summarized in Table 3.4. Note that $C'$ represents the $C_p$ model. With the proper $R_s/R_p$ ratio, $C$ from Figure 3.4d approaches...
better $C_s$ or $C_p$. Importantly, the selection of $f_{dl}$ must be within a plateau in the capacitance Bode plot representation, as in Figure 3.4e. The effects of increasing $R_s$ and decreasing $R_p$ are also illustrated there. Nevertheless, real samples may respond to EC similar or more complex than that of Figure 3.4d, without “perfect” plateaus at higher frequencies and/or significantly different $C_s$ and $C_p$. For instance, the discussions of Carr & Chaudhary[32] and Jarosz[33-34] are illustrative in these regards.

Additional space charges due to contact barriers or irregularities in the doping profile may include extra circuit elements to the EC. This has been tackled by Guenther et al.[35] who proposed a model where the knowledge of the exact equivalent circuit is not essentially needed.

In fully depleted devices, care must be taken when there is no clear linear behavior in the reverse biased regime.[2, 4, 10] From numerical simulations by Kirchartz et al.[36] it was suggested that the doping density extracted from the fitting of the section between equilibrium 0 V and $V_{bi}$ would be just an upper limit for the actual doping concentration. Also, Nigam et al.[37] have discussed the electrode-related artifacts that could create MS-like behaviors in unintentionally doped organic thin film devices.

### Table 3.4. Impedances and capacitances for the simplest RC equivalent circuits

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Series $R_sC_s$</th>
<th>Parallel $R_pC_p$</th>
<th>Series $R_s$ parallel $R_pC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme</td>
<td>$R_s$</td>
<td>$1 + \omega^2R_p^2C_p^2$</td>
<td>$R_s + \frac{R_p}{1 + \omega^2R_p^2C_p^2}$</td>
</tr>
<tr>
<td>$Z'$</td>
<td>$\frac{1}{\omega C_s}$</td>
<td>$\omega C_p R_p^2$</td>
<td>$\frac{R_p^2}{1 + \omega^2R_p^2C_p^2}$</td>
</tr>
<tr>
<td>$Z''$</td>
<td>$R_s^2 \left(1 + \frac{1}{\omega^2 R_s^2 C_s^2}\right)$</td>
<td>$R_p^2 \left(1 + \frac{R_p^2}{R_s^2 + \omega^2 R_s^2 C_p^2}\right)$</td>
<td>$\frac{C}{1 + \frac{R_p^2}{R_s^2} + \omega^2 R_s^2 C_p^2}$</td>
</tr>
<tr>
<td>$</td>
<td>Z</td>
<td>^2$</td>
<td>$\frac{C_s}{1 + \omega^2 R_s^2 C_s^2}$</td>
</tr>
<tr>
<td>Practical approach</td>
<td>$C_s = -\frac{1}{\omega Z''}$</td>
<td>$C_p = -\frac{Z''}{\omega</td>
<td>Z</td>
</tr>
</tbody>
</table>

The estimation of $V_{bi}$ is always one of the most polemic in MS analyses. It is already evident from Table 2.1 that some effects may shift $V_{bi}$, for instance $2k_B T$ due to majority carriers or $qNw_i^2/2\varepsilon_0\varepsilon$ when intrinsic layers at the junction.[2] The latter is particularly important in organic solar cells, where the apparent $V_{bi}$ from MS depends on the active layer thickness. This was studied by Mingebach et al.[38] who alternatively measured $V_{bi}$ by pulsed photocurrent. Also, the numerical simulations by Kirchartz et al.[36] suggested discrepancies between the $V_{bi}$ apparent from MS and the simulated one, in organic solar cells.

In the case of heterostructures, the use of the one-sided abrupt (OSA) junction approximation should be justified (see Table 2.1). For this, the doping concentration of one of the charge carrier selective layers, $N_D$ or $N_A$, should be estimated and compared with that of the complete device $N$. For instance, in a typical PSCs the TiO$_2$ doping density $N_D$ could be measured. If $N_D \gg N$, the use of the OSA equation would be justified and $N \approx N_A$. Otherwise, the other charge carrier selective layer should be checked.
The estimation of the doping concentration for individual hole or electron selective layers, HSL or ESL respectively, can also be made by MS analysis independently of the complete solar cell. Here the main options are the p-n junction with a reference doped semiconductor, or the Schottky diode configuration. The latter is the archetype of the OSA approximation, where the depletion zone is only placed in the semiconductor and the opposite charge is at the surface of the metal or electrolyte solution. For instance, the Schottky diode mode in electrolyte solution method have been widely used with TiO$_2$ thin films.$^{[39-40]}$ Note that this is anyway a polemic approach, since the fabrication process itself modifies the defect densities.

Under illumination and around short-circuit and/or reverse bias an increase of the $C_{dl}$ occurs, as already commented in Section 2.6.1. Purposely, Zonno et al.$^{[41]}$ illustrated the major contribution on the shape of the capacitance-voltage curve which can arise from the mobility of the blend in organic solar cells. They did analyzed the series and parallel modes of measuring the MS plot and discussed the relation $C_s = C_p + \omega^{-2}R_p^{-2}C_p^{-1}$.

In summary, the MS analysis is performed by measuring the capacitance from IS at a single frequency $f_{dl}$ while varying the DC voltage. Later, the $C_s$ or $C_p$ variants are assumed, and the doping density and built-in potentials are estimated from the linear fitting of the $C^{-2}(V)$ curve. The selection of $f_{dl}$ and the EC mode (series, parallel, or more complex) are of major attention here.

### 3.3.3. Thermal admittance spectroscopy (TAS) measurement

Already introduced in Section 2.6.2, defect concentrations $N_t$ of deep level trap states, at energy depth $E_t$ from the bands, affect the depletion layer capacitance under voltage perturbation. As the trapping-detrapping processes take place, the charge at the edge of the depletion zone is modified depending on the characteristic emission rate $\omega_{em} = \omega_0 \exp[-E_t/k_B T]$ and the attempt-to-scape frequency $\omega_0 \propto T^2$. The time/frequency and temperature dependency of the trap states charging/discharging are the core of the thermal admittance spectroscopy (TAS).

Under AC perturbation at frequency $\omega$ (see Section 3.3.1), the TAS explores the density-of-states $g(E)$ conforming to defect levels over the change of the demarcation energy.$^{[42]}$

$$E_\omega = k_B T \ln \left[ \frac{\omega_0}{\omega} \right]$$ (3.4)

The $E_\omega$ concept is also illustrated in the energy diagram example of Figure 3.5a. Assuming quasi-steady-state, the occupation of one defect level of energy $E_t$ above the top of the conduction band $E_F$ is defined by whether the Fermi level $E_F$ crosses the trap level $E_t$ at a given position of the semiconductor bulk. Upon bias perturbation, the defect state is incapable to follow the signal $\tilde{V}$ because $E_\omega$ locates far from $E_t$, in case of high frequencies ($\omega > \omega_0$) or lesser temperatures.

The trap state contributes to the capacitance, in a cumulatively way, when the applied perturbation has a frequency lower than $\omega_0$. Then when $\omega \sim \omega_{em}$ ($E_{\omega} \sim E_t$) the maximum rate of de-trapping cycles occurs at the given temperature.$^{[43]}$ For lower enough frequencies ($\omega < \omega_{em} < \omega_0$) or higher enough temperatures, the steady state is achieved and the defect state occupancy changes in-phase with the AC modulation. This suppress further contribution to the low frequency capacitance spectra. Hence, the capacitance Bode plot high frequency plateau (see Figure 3.4d),
may step a trap-related amount $\Delta C_{dl}$ towards low frequencies, as in Figure 3.5b. From the step $\Delta C_{dl}$, the electronic density of states can be found by deriving the capacitance spectrum $C(\omega)$ as

$$g(E_\omega) = -\frac{\omega V_{bi}}{q d_t k_B T} \frac{\partial C(\omega)}{\partial \omega}$$

(3.5)

Homogeneous trap density in the semiconductor bulk is assumed in Equation (3.5), taking $d_t$ as the thickness of the region/layer where the traps are placed. In heterostructures and/or p-i-n devices, the depletion zone width $w$ can be larger than $d_t$. Then, care must be taken and (3.5) should be effectively redefined, as well as in case of different defect distributions and band profiles.\[44\]

The peak of $\partial C(\omega)/\partial \omega$ at the inflection point of the capacitance spectra step is illustrated in the lower panel of Figure 3.5b. Note that, from equation (3.5), the DOS is proportional to $\omega \cdot \partial C(\omega)/\partial \omega = \partial C(\omega)/\partial \ln \omega$, which impose the logarithmic scale for identifying the peaks.

The total trap density can be studied by quite a few methods and more complex formalisms.\[45-47\] Most basically, integrating Equation (3.5) over frequency (energy) at each temperature results in a proportionality with the excess trap-related capacitance step $\Delta C_{dl}$ over $C_{dl}$, or $C_g$ in full depletion, as

$$N_t = \int g(E_\omega) \, dE_\omega \cong \frac{V_{bi}}{q d_t} \Delta C_{dl}$$

(3.6)

The trap energy depth is evaluated from the slope of the Arrhenius plot of $\omega_{em}$. The capacitance spectra is measured at different temperatures and for each one the $\omega_{em}$ for the peak of $g(E_\omega)$ is taken. Typically, $E_t$ and $\sigma_{cs}$ are considered temperature independent parameters. Then, with $N_T v_{th} \propto T^2$ (see Section 2.6.2) the Arrhenius is plotted with $\ln[\omega_{em} T^{-2}]$ as a function of $1/(k_B T)$, and the slope and intercepts of the linear fitting gives $E_t$ and $\sigma_{cs}$, respectively.
In summary, TAS consist in measuring IS spectra at different temperatures and analyzing the capacitance spectra. At each temperature, the emission rate is taken from the peaks of the capacitance frequency derivative, proportional to the DOS. The integration of the DOS at each temperature gives the total trap density, and the trap energy depth is estimated from the Arrhenius of emission rates vs temperature.

### 3.3.4. Light modulated photocurrent and photovoltage spectroscopies

The standard potentiostatic IS is a well-known characterization technique for studying the electrical properties of materials and devices. This includes any sample able to conduct some current under electric field stimulus. However, some samples are electrically sensitive to other stimulus, for instance light, which is the case of photovoltaic solar cells.

Under an AC light perturbation, photo-sensitive samples may respond in photocurrent and/or photovoltage ways. These are the concepts behind the light intensity modulated photocurrent and photovoltage spectroscopies, IMPS\(^{[48-59]}\) and IMVS\(^{[54-55, 60-62]}\) respectively. The IMPS has recently gained attention in perovskite solar cells, principally approaching the short-circuit (SC) condition.\(^{[58-59, 63-65]}\) IMVS and IMPS separately describe the current and voltage responsivities \(\Psi_J\) and \(\Psi_V\), respectively.

In principle, a small incident light power perturbation \(\bar{P}_{in}(t) = |P_{in}| \exp[i \omega t]\) is applied to the given DC illumination \(\bar{P}_{in}\), as in Figure 3.6a. The total incident photon fluence in units of light power density results

\[
P_{in} = \bar{P}_{in} + |\bar{P}_{in}| \exp[i \omega t] \tag{3.7}
\]

Consequently, both photocurrent and photovoltage signals can be recorded in a solar cells. At a given applied DC voltage \(\bar{V}\), the measured current density would have a phase shift \(\phi_J\), as schemed in Figure 3.6b. Then, similarly to (3.2), one obtains \(\bar{J} = |\bar{J}| \exp[i \phi_J]\). Henceforward, one can define the current responsivity transfer function as

\[
\Psi_J(\omega) = \frac{\bar{J}}{\bar{P}_{in}} = \frac{|\bar{J}|}{|\bar{P}_{in}|} \exp[i \phi_J] \tag{3.8}
\]

Likewise, at open-circuit \((J = 0)\) the cell may deliver a DC photovoltage \(\bar{V}_{oc}\) due to the \(\bar{P}_{in}\) with another term due to the AC perturbation, hence

\[
\bar{V}_{oc} = \bar{V}_{oc} + \bar{V}_{oc} \exp[i \omega t] \tag{3.9}
\]

The measured photovoltage signal phase-shifts \(\phi_V\) as in Figure 3.6c. Then, taking the AC component as \(\bar{V}_{oc} = |\bar{V}_{oc}| \exp[i \phi_V]\) allows to define the photovoltage responsivity transfer function as

\[
\Psi_V(\omega) = \frac{\bar{V}_{oc}}{\bar{P}_{in}} = \frac{|\bar{V}_{oc}|}{|\bar{P}_{in}|} \exp[i \phi_V] \tag{3.10}
\]

Equations (3.8) and (3.10) are the fundamental definitions for IMPS and IMVS, respectively. Several authors have introduced these techniques before\(^{[48-51, 57, 61, 66]}\) and many recent studies on organic, dye sensitized and perovskite solar cells have been reported.\(^{[55-56, 58, 62, 67]}\)
The effect of the light perturbation in the $J - V$ characteristic of a photovoltaic cell under DC illumination is approximately a vertical shift, as presented in Figure 3.6d,e. The perturbation occurs in a third axis, $P_{in}$, normal to the $J - V$ plane. For instance, at SC the IMPS is set at $V = 0$ (black thick dot in Figure 3.6d) and the sinus-like current is phase shifted in time, creating a Lissajous ellipses with the perturbation. IMPS can be used everywhere else in the $J - V$ curve, similarly to IS, but SC is its most common characterization condition.

**Figure 3.6.** IMPS and IMVS concepts: (a) light perturbation, (b) current and (c) voltage responses and effects on the $J - V$ curve of a solar cell when (d) IMPS at short-circuit and (e) IMVS at open-circuit.

IMPS at SC checks the charge extraction mechanism in the absence of recombination current due to injection. If the incident light is monochromatic, IMPS can be used to measure the incident-photon-to-converted-electron (IPCE) ratio, also known as photovoltaic external quantum efficiency:

$$EQE = \frac{N_{el}}{N_{ph}} = \frac{h c}{q \lambda \Psi_f}$$ (3.11)

Here $N_{el}$ and $N_{ph}$ are the number of incident photons and converted/extracted electrons, respectively, $\Psi_f$ is the spectral responsivity in $A \cdot W^{-1}$, $\lambda$ the wavelength in nm and $h \cdot c/q = 1240$ $W \cdot nm \cdot A^{-1}$. Purposely, Ravishankar et al.\[63] have studied the frequency dependent behavior of EQE from IMPS in PSCs, under different DC illumination conditions, in comparison with chopped and steady-state instrumentations.

The total photocurrent that a solar cell can provide under an incident irradiance spectrum $\Gamma$, in units of $W \cdot m^{-2} \cdot nm^{-1}$, comes from the integration

$$J_{sc} = \frac{q}{h c} \int EQE(\lambda) \cdot \lambda \cdot \Gamma(\lambda) \, d\lambda = \int \Psi_f(\lambda) \cdot \Gamma(\lambda) \, d\lambda$$ (3.12)
Most typically, the spectrum is assumed the standard AM1.5G reference. Note that equation (3.12) is meant to steady-state DC situation, which may be the low-frequency limit of $\Psi_j$ from IMPS.

On the other hand, IMVS can only be measured at open circuit (black thick dot in Figure 3.6e), differently to IMPS or IS. This is a conceptually important feature: IMPS and IS can measure quasi-open-circuit steady state by applying the voltage $\overline{V}$ that best matches the $\overline{V}_{oc}$ under $\overline{P}_{in}$, with remaining currents between nanoamps and microamps. But IMVS sets open circuit, with zero currents, independently of the illumination DC or AC character. This means that the IMVS is a “purer” method to characterize charge recombination phenomena in solar cells.

The IMPS and IMVS spectra can be simulated via time-dependent solution of the transport equations or EC models in the frequency domain, similarly to IS. On the EC models, unlike IS, the inclusion of current sources as a new circuit element is needed.

In summary, IMVS and IMPS characterize the “ability” of the cell to create photocurrent and photovoltage, respectively, under light perturbation. Furthermore, IMPS is an useful tool for measuring EQE and evaluating the theoretical limit of $J_{sc}$ under a given spectrum.

### 3.3.5. Instrumentation of impedance and light modulating spectroscopies

As introduced in Section 3.3.1, equation (3.1), for the potentiostatic variant of IS, a voltage $\overline{V}$ is set constant and an AC perturbation $\overline{V}$ is then applied. These functions require the use of a workstation including a potentiostat and an AC measurement unit. The measurements discussed in following chapters were correspondingly made with Autolab PGSTAT-30, Gamry Reference 3000, Biologic SP-200, and Zahner Zennium Pro workstations. In all these cases, the AC measurement unit was a frequency-response analyzer (FRA).

The general setup for measurement of IS, IMPS and IMVS is schemed in Figure 3.7a. Once the sample is connected, the entire measurement is controller from the computer (see 1 in Figure 3.7b). The initial perturbation parameters are set, and after the measurement the results are recorded.

The workstation and the sample are placed inside a grounded Faraday cage, as an anti-noise strategy (see 2 in Figure 3.7b). For IS measurements under DC illumination, as well as for IMPS and IMVS studies, the sample is set in an optical bench like in Figure 3.7c.

The potentiostat, inside the workstation, receives the instructions from the computer and set the DC voltage between the counter electrode (CE) and the working electrode (WE). Then the voltage is measured between the reference electrode (RE) and the working electrode, and rectified if needed. For DC measurements, the current through the working electrode is then measured and the information is sent to the computer. For AC measurements, the AC voltage perturbation is added between CE and WE, and the voltage signals between RE and WE, and the current signal through the WE are amplified and sent to the FRA. The FRA operate by correlating the studied signal with a reference signal, i.e. the measured signal is multiplied by a cosine and sine signal of the same frequency, and the product is time-integrated to obtain the real and imaginary parts. This information is then set to the computer.$^{[26, 28]}$ In the case of IMPS and IMVS, a second potentiostat
(PP11 in the Zahner setup) controls the light source and the input current and voltage signals to the FRA are set conveniently proportional to the light intensity, photocurrent or photovoltage.

Figure 3.7. Impedance spectroscopy instrumentation: (a) schemed complete setup and pictures of (b) the exterior view of the and (1) computer, (2) Faraday cage and (c) the interior optical bench with (3) the light source box, (4) sample holder, (5) illuminated sample through the glass window, (6) reference photodiode, and (7) pixel connection selector/switcher.

In the optical bench of Figure 3.7c, the light source box (3) is set in front of the holder (4). The holder is dedicated to 2.00x2.00 cm² six pixels samples, including air isolation by continuous flux of N₂ (see pipes in the top). The light goes through a glass window to be absorbed by the sample (5). Just outside the window, the reference photodiode (6) senses the incident illumination intensity giving feedback to the potentiostats. Each pixel of the sample can be plugged in the connection selector (7).

For temperature dependent measurements, like TAS, a similar configuration should be adopted, only that the holder may be specially modified for temperature control. The Zahner setup can be combined with the THMS600 stage from Linkam Scientific, as already reported.[68] Alternatively, specialized setups can be used, like the Alpha-N analyzer with Quatro Cryosystem temperature controller from Novocontrol Technologies.
3.4. Sawyer-Tower circuit instrumentation

Alternatively to IS capacitance analysis, the charging transients of a two-electrode sample can be studied by means of the Sawyer-Tower (ST) circuit.[69-70] The ST measurement is a classical method used to evaluate hysteretic loops of ferroelectric samples. The circuit is schemed in Figure 3.8a, where a signal generator applies a voltage $V_{app}$ to the series connection of two capacitances: the sample $C_x$ and a reference capacitor $C_{ref}$. Once the sample is characterized by IS, and $C_x$ is known, the reference capacitor is selected so $C_{ref} \gg C_x$. Thereupon, the charging process is going to be dominated by the smaller capacitor, where most of the $V_{app}$ drops, despite being the same for both. The charge is then measured in the reference capacitor while characterizing the sample, as

$$Q_{ST} = C_{ref} V_{ref} = C_x (V_{app} - V_{ref})$$  \hspace{1cm} (2.13)

being $V_{ref}$ the voltage drop through the reference capacitor, which is sampled by a high input impedance oscilloscope. For instance, an oscilloscope with typical 1 MΩ input impedance is not a proper instrument for highly resistive samples (10-100 MΩ). Note that $C_{ref}$ is in units of Farads, thus $Q_{ST}$ is in Coulombs, which makes the polarization at the sample as:

$$\mathcal{P} = \frac{Q_{ST}}{A_x}$$  \hspace{1cm} (2.14)

in units of charge density C·cm$^2$, being $A_x$ the electrode area of the sample.

Typical polarization loops measured in the ST circuit from ferroelectric materials present a remnant polarization $\mathcal{P}_r$ at zero electric field after the loop is cycled below the spontaneous or saturation polarization, as in Figure 3.8b. In the absence of ferroelectric effect, a sample would have an RC couple whose ST response is also characteristic. Figure 3.8c shows typical pure linear (i) capacitor and (ii) resistor behaviors in the left panel and more realistic (iii) capacitor with leakage currents in top right panel. Thus, (iv) ferroelectric resistive capacitor can show an additional opening and sloping of the hysteresis loop by effects of the linear resistance and capacitance, respectively, as in lower right panel of Figure 3.8c.[71-72]

![Figure 3.8](image_url)

Figure 3.8. Sawyer-Tower (a) circuit, (b) typical ferroelectric hysteresis loop and (c) further patterns for the cases: (i) capacitor, (ii) resistor, (iii) resistive capacitor and (iv) ferroelectric resistive capacitor.
The hysteresis, like that of Figure 3.8b, is the original family of phenomena which gave name to the anomalous current-voltage patterns in PSCs. The macroscopic polarization via ST has been already reported in PSCs, showing only capacitive features. The use of the ST setup for the measurements in following chapters included an Agilent 33220A 2MHz function arbitrary waveform generator and Hewlett Packard Infinium oscilloscope (500 MHz, 1GSa/s).

To sum up, the ST circuit is an useful tool for studying the evolution of charging phenomena. It illustrates ferroelectric, capacitive and/or resistive behaviors from the polarization loops.
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Chapter 4. Dark characterizations and modeling

In the previous chapters, the current-voltage characteristic, capacitance and impedance spectroscopy of solar cells were introduced, among other concepts. The focus of the following chapters is set on the understanding of the anomalous current-voltage ($J-V$) curve hysteresis and capacitive features of perovskite solar cells (PSCs). In that direction, a logical order is set by studying the system from lower to higher complexity.

In this chapter, a set of electrical experiments in dark condition are discussed. First, the bulk methylammonium lead iodide (MAPI) material is electrically characterized by impedance spectroscopy (IS) and Sawyer-Tower (ST) approaches, and later the complete PSC device. Dark $J-V$ characteristics depending on the voltage sweep scan rate and temperature are analyzed later, and the IS measurements are approached, first as a function of temperature and later in a range of different direct current mode (DC) biases.

4.1. Electric characterization of MAPI pellets

As a first step in the understanding of PSCs we study their core material: the perovskite absorber. The samples under consideration here are CH$_3$NH$_3$PbI$_3$ pellets of 1.33 cm diameter, thicknesses below 0.3-1.0 mm, and crystal sizes thicker than 400 µm, as illustrated in Figure 4.1a. The fabrication details and structural characterization can be found in the original article.[1]

The focus of this section is set on the conductivity and dielectric properties. From the IS formalism, these are magnitudes mainly related with the real and imaginary parts of the impedance, energy dissipation and storage, respectively. However, they can be approached by alternative methods and/or in different timescales.

4.1.1. Capacitance and conductivity spectra

Geometrical capacitance is the basic signal which can be recorded from a single material between symmetric electrodes. Thus, the relative permittivity is the main factor to consider at frequencies between 1 kHz and 1 MHz. At lower frequencies, electrode effects are typical.

The dielectric function of MAPI has been theoretically obtained from first principles by many authors,[2-11] with a significant scattering between 5 and 38 for the value of the static dielectric constant at room temperature. Experimental analyses have also being reported by means of ultraviolet-visible optical absorption and transmittance spectroscopies,[12-13] spectroscopic ellipsometry and spectrophotometry.[13-15]

In the tetragonal phase (~160-330 K), Onoda et al.[16] and Mohanty et al.[17] measured static dielectric constant at 1 MHz by IS versus temperature with $\varepsilon \sim 60 - 120$ and thermal gradients $\partial \varepsilon / \partial T \sim -0.3$ K$^{-1}$. At room temperature, Ding et al.[18] showed $\varepsilon$ spectrum above 50 too. At 20 kHz, Fabini et al.[19] obtained $\varepsilon \sim 35 - 50$. In a range of 40 K above room condition, Yang et al.[20] found $\varepsilon \sim 31 - 34$, with $\partial \varepsilon / \partial T \sim -0.05$ K$^{-1}$. Anomalously, Slonopas et al.[21-22] found $\varepsilon \sim 10^4$ in a wide plateau spectra between 10 Hz and 100 kHz, and in the range 100-350 K.

The equilibrium capacitance spectra in the range 190-295 K are shown in Figure 4.1b. At frequencies below 10 Hz, a clear thermally activated process occurs, most likely related with
electrode polarization. The experimental data were fitted (dots and lines in Figure 4.1c, respectively) to

\[ C = C_g + C_{el} \left( 1 + \left( \frac{\omega}{\omega_{el}} \right)^2 \right)^{-1} \]  

(4.1)

where \( C_g \) is the geometrical capacitance after (2.37), \( C_{el} \) the electrode polarization capacitance and \( \omega_{el} \) the characteristic activation frequency. Equation (4.1) resembles the Beamont-Jacobs electrode polarization model,[23-24] and the Maxwell-Wagner-Sillars interfacial polarization model[21-22, 25] has also been suggested. However, none of these models reproduce the frequency and temperature trends at the same time. Less predominant power laws cannot be neglected, but from the Arrhenius of Figure 4.1c it looks that \( C_{el} \propto \exp[-E_C/k_B T] \) with \( E_C \equiv 384 \text{ meV} \), and \( \omega_{el} \propto \exp[-E_\omega/k_B T] \) with \( E_\omega \equiv 159 \text{ meV} \).

The empirical frequency parametrization of equation (4.1), with the thermal activation behaviors as Figure 4.1c, can be understood in terms of a hopping-mediated electrode polarization processes where the low frequency electrode polarization capacitance results[26]

\[ C = C_g + \frac{N_{el} q^2 \omega_{H0}}{m^* d \omega_{s0}^3} \exp\left[ -\frac{(E_H - 3E_s)}{k_B T} \right] \left( 1 + \left( \frac{\omega}{\omega_s} \right)^2 \right)^{-1} \]  

(4.2)

Here \( q \) is the elementary charge, \( d \) is the distance between electrodes, \( k_B T \) the thermal energy, \( N_{el} \) the charge carrier density towards the electrodes, \( m^* \) the effective mass of the charge carriers, \( \omega_{H0} \) and \( \omega_{s0} \) are the characteristic frequencies for quantum hopping and classical drifting between hopping sites, and \( E_H \) and \( E_s \) are the activation energies for hopping and charge carrier classical drifting between hopping sites. Equaling (4.1) to (4.2) results in \( \omega_{el} = \omega_s \), making \( E_\omega = E_s \equiv 159 \text{ meV} \) and \( E_C = E_H - 3E_s \), for \( E_H \equiv 861 \text{ meV} \). The latter, also approach the theoretical estimations for activation energies of methylammonium vacancies.[27]

Note that Equation (4.2) relates two conductivity processes with activation energies \( E_H \) and \( E_s \) that could relate both electronic charge carriers scattering and hopping. In this case one could consider the presence of mobile ions to be proportional to the density of hopping sites towards the electrodes. Alternatively, one could assume that both processes are due to the movement of ions or a combination of drifted mobile ions with activation energy \( E_s \) creating electronic hopping with activation energies \( E_H \).

At frequencies above 10 kHz, nearly frequency-independent plateaus are found in the measured temperature range. The permittivity is shown to decrease with temperature as \( \partial \varepsilon / \partial T \sim -0.03 \text{ K}^{-1} \) in Figure 4.1d.

The DC conductivity \( \sigma_{dc} \) of MAPI has been reported by several authors by means of four probe contacts measurements[28] or two electrode contacts, in DC mode[18, 29-30] or from the low frequency limit of IS measurements.[20] On the other hand, the AC conductivity has been only described by Sheikh et al.,[31-32] who identified up to two main regimes at intermediate and higher frequencies, above \( \sigma_{dc} \).

The conductivity spectra are shown in Figure 4.1e with a strong thermal dependency within the tetragonal phase range and up to three power law frequency regimes. The experimental data were parametrized (dots and lines in Figure 4.1e, respectively) to the general Jonscher’s ‘universal’ dielectric frequency response[33-35]
\[ \sigma = \sigma_{dc} \left( 1 + \left( \frac{\omega}{\omega_\sigma} \right)^{m_\sigma} \right) \]  

(4.3)

where \( \omega_\sigma \) is a characteristic conductivity activation frequency and, well-known in disordered solids,\(^{36-38}\) the power parameter is predicted \( 0.5 \leq m_\sigma \leq 1.0 \) by several hopping models\(^{39-42}\) in ionic conducting glasses, while the diffusion-controlled relaxation model for ionic transport in glasses predicts \( 0 < m_\sigma < 0.5 \).\(^{43}\)

Figure 4.1. IS characterization of MAPI pellets as a function of temperature, in dark equilibrium. Representative (a) picture and SEM image of the samples. Adapted from ref. \(^{11}\), Copyright 2016, AIP Publishing LLC. (b) capacitance spectra, (c) parametrized Arrhenius plot of capacitances and activation frequencies, (d) dielectric constant, (e) conductivity spectra and (f) parametrized DC conductivities and respective activation frequencies. Dots and lines are experimental data and fittings, respectively, in (b, e). The asterisks in (b) indicate that extra 1.0 V bias was applied.
From the literature, Sheikh et al.\cite{31} reported $m_\sigma$ as 1.0 and 0.36 from intermediate and higher frequencies in CH$_3$NH$_3$PbI$_3$. With a single power law, $m_\sigma \sim 0.92$ for CH$_3$NH$_3$PbI$_3$, and $m_\sigma \sim 0.89$ for CH$_3$NH$_3$PbBr$_3$ have also been reported.\cite{32} For inorganic perovskites, nanocrystalline CsPbBr$_3$ thin films\cite{44-45} have shown $m_\sigma \sim 0.7 - 1.0$ at room temperature and $m_\sigma \sim 0.3$ above 400 K while, another study\cite{46} showed a power as high as $m_\sigma \sim 1.7$ from cubic shape CsPbBr$_3$ particles of up to 3 μm. Furthermore, a temperature dependency of $m_\sigma$ between 0.7 and 1.0 has been reported for CsPbI$_3$ microwires in the range 400-700 K.\cite{47}

At the lowest frequencies, the DC conductivity in hopping theory results\cite{34,48}

$$\sigma_{dc} = \frac{N_\sigma q^2 \lambda_\sigma^2}{6 k_B T} \omega_\sigma$$

where $\lambda_\sigma$ is the hopping distance, $N_\sigma$ the ion defect density and the effective jump rate $\omega_\sigma$ depends on whether the electron-phonon coupling is strong or weak. In the case of strong coupling\cite{48}

$$\omega_\sigma = \omega_{ho} \exp \left[ -\frac{E_\sigma}{k_BT} \right]$$

where $\omega_{ho}$ is the effective attempt-to-jump frequency and $E_\sigma$ is the effective activation energy. The latter parameter is composed at the same time by several contributions as the energy difference between hopping sites,\cite{48} and the free energies of creation and migration of charge carriers.\cite{34} The fitted $\sigma_{dc}$ values are shown to follow (4.4) with (4.5) and $E_\sigma \approx 629$ meV in Figure 4.1f. Note that this activation energy approaches theoretical predictions for methylammonium vacancies.\cite{27} Other similar analyses on $\sigma_{dc}$ in MAPI have shown $E_\sigma$ in the range 390-430 meV,\cite{20,29} which most likely relates with iodide vacancies and/or interstitial methylammonium.\cite{27}

At the largest frequencies the conductivity spectra seem to converge to $m_\sigma = 2$, presented with a dot-dashed line in Figure 4.1e. At intermediate and lower frequencies the conductivity behaves $m_{\sigma 2} = 0.35$ and $m_{\sigma 1} = 0.7$, as illustrated with dashed and solid lines in Figure 4.1e, respectively. Correspondingly, the activation frequencies $\omega_{\sigma 1}$ and $\omega_{\sigma 2}$ are presented in Figure 4.1f, showing a clear proportionality with $\omega_{\sigma}$ as (4.5) with $E_\sigma \approx 629$ meV too.

These results suggest that the concentration of mobile ions can be proportional to the number of hopping sites, and/or a close connection between drifted mobile ions and hopping electrons could occur. Also, the presence of space charges at the electrode interfaces are of major significance in the electrical response of MAPI based samples.

### 4.1.2. Sawyer-Tower transients experiments

The bias effect seems to enhance the electrode capacitance, as evident with open circles in Figure 4.1b,e. Alternatively to the IS approach, the ST setup (see Section 3.4) allows to study both AC responses to sinusoidal perturbations and transient responses to step perturbations. Also, for particular instrumentation reasons, larger biases were available from ST than from IS setup.

Sinusoidal $V_{app}$ in the ST circuit to MAPI pellets samples at room temperature results in typical ellipses with more resistive or capacitive character as the frequency decrease or increase, respectively, as in Figure 4.2a.\cite{49-50} Similar results has been reported from the PUND (positive up and negative down) method.\cite{51} Importantly, as lower frequencies enhance the resistive character of the signal, one must take care of identifying the actual features related with the
sample. Note that it could be the case that the voltage drop in the sample is due to the resistance and not due to the lower capacitance. Validation experiments are advised, as in the original article.\cite{1}

Rectangular pulses of height $V_{\text{app}}$ (top of Figure 4.2b) are applied by the signal generator to the ST circuit. The resulting signal $V_{\text{ref}}$ is sampled by the oscilloscope in the reference capacitor. Given the larger capacitance of the reference, $V_{\text{ref}}$ characterizes the sample and shows a general shape like in the bottom of Figure 4.2b. There, two main exponentials with different response times can be identified and fitted to:

$$Q = Q_{\text{HL}} \left(1 - \exp\left[-t/\tau_{\text{HL}}\right]\right) + Q_{\text{diff}} \left(1 - \exp\left[-t/\tau_{\text{diff}}\right]\right) \quad (4.6)$$

The first exponential term in (4.6) can be associated to Helmholtz layer dielectric response (expressed by $Q_{\text{HL}}$ and $\tau_{\text{HL}}$). On the other hand, ionic charging at a Gouy–Chapman diffuse layer (with parameters $Q_{\text{diff}}$ and $\tau_{\text{diff}}$) can be connected to the second term. Both polarization mechanisms comprise the double-layer structure of charge storage in the Stern model, most typically applied to semiconductor/electrolite systems, e.g. supercapacitors.\cite{52-54} The experimental charging of the sample is shown in two time scales in Figure 4.2c.d.

The faster charging is illustrated in Figure 4.2c, after discarding $C_g$ effects from the sample (see Figure 4.1b) and/or the reference capacitor (see ref.\cite{1}). The fitted $Q_{\text{HL}}$ values exhibit a linear behavior as a function of $V_{\text{app}}$ in Figure 4.2e, whose slope may be the lower capacitance limit due to the effect of the ohmic voltage drop in the sample and/or reference capacitor effects. For example, the tens of nF·cm$^2$ at lower frequencies in Figure 4.1b could be justified with Helmholtz layers thinner than 200 nm.

When a larger sampling window is considered in the oscilloscope, one can observe up to tens of seconds, as in Figure 4.2d. These slower dynamic processes has also been detected by other techniques like transient photocurrent and photovoltage decays, in PSCs where the MAPI layer is typically thinner ($\ll 1\,\mu m$).\cite{55-58} In the case of the MAPI pellet, the slower charging is correlated with the accumulation of mobile ions forming a diffuse layer towards the electrode interfaces.\cite{50} The electrode polarization was already tackled in the previous section from the capacitance spectra, and from Figure 4.2e one can see how $Q_{\text{diff}}$ deviates from a linear trend and results larger than $Q_{\text{HL}}$ as the aplied voltage increases. This behavior can be fitted to the Gouy-Chapman theory,\cite{59} resulting

$$Q_{\text{diff}} = \frac{\varepsilon_0 \varepsilon}{L_D} 2k_B T q \sinh\left[\frac{q V_{\text{diff}}}{2k_B T}\right] \quad (4.7)$$

where $L_D$ is the Debye length after (2.44) and $V_{\text{diff}}$ is the effective fraction of $V_{\text{app}}$ which is droping at the diffusion layer. Note that $V_{\text{diff}}$ is the potential difference between electrodes if ohmic looses, or any other voltage drops, can be neglected. The fitting of charge densities in Figure 4.2e suggest $V_{\text{diff}}$ to be around 3% of $V_{\text{app}}$, and a Debye length thicker than 200 nm.

The ionic charge density determined from Equation (2.44) gives around $10^{13}$ cm$^{-3}$. This mobile ion concentration is related to the higher crystallinity of the MAPI pellet samples, in comparison with the thin films in PSCs. The preparation method for the MAPI pellets allows synthesizing large crystals of the order of the sample thickness (see Figure 4.2a).
For MAPI-based PSCs, defects/ions concentrations as large as $10^{17}$ cm$^{-3}$ with $L_D \sim 10$ nm can be found. Furthermore, analogously to (2.22), the ionic diffusion coefficient can be approached as $D_{ion} = L_D^2/\tau_{diff}$ resulting in the order of $10^{-10}$ cm$^2 \cdot s^{-1}$ for $\tau_{diff}$ around 10 seconds.

To sum up, AC characterization of dark capacitance and conductivity spectra, as well as transient experiments under stepped bias, of MAPI pellets were parametrized and associated with different models including electrode polarization, hopping conductivity and double-layer charge accumulation. These considerations suggest that the contribution of ionic phenomena may be of major importance in the performance of MAPI-based optoelectronic devices, particularly PSCs.

4.2. Dark current-voltage characteristic

Previous section suggested that ionic phenomena may affect the MAPI conductivity and create charge accumulation at interfaces. Next step would be to investigate complete devices, where the MAPI layer has thicknesses below 1 μm and variate morphology features. In addition, the presence of selective contact structure may influence the general optoelectronic response.

In this section, the $J - V$ curves of PSCs in dark are examined as a function of the voltage sweep scan rate $s$, resulting in hysteretic behaviors. Also, the temperature dependency of dark
$J - V$ hysteresis is discussed. The fabrication and instrumentation details can be found in the original articles.[50, 60]

### 4.2.1. Capacitive dark hysteresis

The dark logarithm-scaled currents versus the applied voltage are presented in Figure 4.3a, with cycled sweeps at scan rates ranging 1.0 to 50 mV s$^{-1}$ for the mTmapiCIS device (see Table 3.1). For voltages below 0.4 V the response relies on the direction and speed of the voltage scan sweep, in square-like shapes. The current switches from positive to negative values in the dashed lines regions. One could get dark $J_{sc}$ and $V_{oc}$ values depending on $s$, and even an output power $P_{out}$ in the forward-to-reverse (FR) scan direction. But those are artifacts of the charging/discharging processes during the voltage sweep.

Above 0.5 V, the hysteretic currents $J_{hyst}$ are much lower than the operational junction recombination currents $J_j$, as (2.26). Then the $J - V$ curves nearly collapse into an average pattern as the voltage increases. This is more evident in the temperature dependent $J - V$ curves of Figure 4.3b. The overall effect resembles the capacitive square loops of Figure 2.9c, typically reported using electrochemical cyclic voltammetry methods.[61-62]

At the slowest scan rate (1.0 mV·s$^{-1}$), the hysteretic behavior is minimum, and one can approach the average current between sweep directions to $J_j$. In the low-voltage range which was studied, $J_j$ is significantly sensitive to leakage currents. This is evident from the apparent $V_{oc}$ enhancement at low temperatures in Figure 4.3b. Then, a parametrization as $J_{hyst} = J - J_j$ can be made, and a capacitance versus applied voltage for different scan rates $s$ can be illustrated as $J_{hyst}/|s|$ in Figure 4.3b. Nearly linear regions indicate constant capacitance and the inset confirms the linearity $J_{hyst} \cong C \cdot s$.

The capacitive character of dark hysteresis in low applied voltages can be assumed from its linearity with scan rate, so $J_{hyst} \cong J_{cap}$ as equations (2.29) and (2.36). Interestingly, significantly slow scan rates are needed to cancel these capacitive currents. This indicates a retarded kinetics whose nature can be correlated with slow mobile ions. This would agree with the discussions from preceding sections.

The temperature evolution of the capacitance from $J - V$ curves in Figure 4.3b is presented and compared with IS measurements in Figure 4.3d. There it is evident that the mechanism behind the dark hysteresis is not significantly affected by the phase transition. This is a device issue, considering the experiments by Stumpp et al.[63] who showed the current from Pt/MAPI/Pt and Au/MAPI/Au samples to step with temperature between 150 and 165 K. Comparing with 10 kHz capacitance from IS, the capacitance from $J - V$ is larger, but as the frequency is reduced larger capacitances are measured by IS. This stress how slower mechanisms take place, increasing capacitance, and hence hysteresis.

Interestingly, note that capacitive features discard the strict “hysteresis” naming for the anomalous currents in the $J - V$ curves of PSCs, in the sense that there is no remnant polarization state. This is additionally checked via ST measurements as in Figure 4.3e. There, only resistor and resistive capacitor behaviors were reported.
The effects of capacitive currents in the dark $J - V$ curves of PSCs have been observed in a large variety of materials and device structures (see Table 3.1), beside the most typical TiO$_2$/MAPI/spiro array. For instance, by including 2D capping layers (e.g. AVA$_2$PbI$_4$, PEA$_2$PnI$_4$) towards the selective contacts and/or changing the composition of the perovskite (e.g. Cs$_{0.1}$FA$_{0.74}$MA$_{0.13}$PbI$_{2.48}$Br$_{0.39}$, FA$_{0.83}$MA$_{0.17}$Pb$_{1.1}$Br$_{0.22}$I$_{2.98}$), in general the capacitive hysteresis of well performing devices follows the pattern in Figure 4.3a, with nearly the same capacitance. Interestingly, including self-assembled monolayers of different fullerene derivatives as an interlayer between MAPI and TiO$_2$ in less efficient cells reports similar capacitances but in horizontally shrunken patterns due to the decrease of shunt resistance. On the
other hand, the time scale for observing the capacitive currents can be increased as the resistivity does for devices using organic materials as selective contacts, e.g. PEDOT:PSS/MAPI/PC70BM devices, as discussed in the next section.

### 4.2.2. Non-capacitive dark hysteresis

The previous section presented capacitive \( J - V \) hysteresis in PSCs. This type of hysteresis may involve capacitive currents in the form \( J_{\text{hyst}} \equiv C \cdot s \), which modify the operating junction current \( J \) of the cells. Larger hysteresis as the scan rate rises is a well-documented behavior in PSCs.[50, 55, 57, 60, 67-72] Moreover, capacitive hysteresis has also been reported in silicon solar cells with large areas at very fast scan rates[73-74] and in CdTe thin film solar cells too.[75] However, as well the opposite trend in PSCs has been reported, i.e. larger hysteresis as the scan rate is decreased.[60, 76-80] These latter works studied a short range of scan rates under different condition. Thus, a systematic study would be needed trying to cover the different hysteretic phenomena to understand their underlying physical mechanisms.

“Hysteresis-free” behavior in PSCs have been claimed by several authors.[11, 66, 81-88] Most typically, this is the case of devices with inverted structure (see Figure 2.3b) where organic selective contacts comprise the light harvesting perovskite.[60, 88-90] The dark \( J - V \) curve measurements at different scan rates for InvMapi samples (see Table 3.1) are illustrated in Figure 4.4a. There, the square-like capacitive loops (see Figure 2.9 and Figure 4.3a) are not evident, because a low capacitance or large leakage currents masking the representation. Anyway, no clear trend of the hysteretic capacitive currents as a function of scan rate is found at short-circuit.

Assuming mobile ions,[50] normal and inverted PSCs with and without large dark capacitive hysteresis, respectively, may indicate two possible scenarios. First, interface features makes the organic selective contacts in the InvMapi cells to inhibit the double-layer charge structures, possibly due to work-function mismatches.[60] Second, lower bulk ionic conductivity due to the change of the complete fabrication conditions when changing TiO\textsubscript{2} and spiro-OMeTAD for the PCBM and PEDOT.

A non-capacitive feature arises when slow voltage sweeps around 1.0 mV·s\(^{-1}\) are performed, as in Figure 4.4a. This is a different hysteretic distortion in the dark \( J - V \) curves which can be observed around 0.5 V at forward bias. Note that this extra hysteresis is also present for the normal structure in Figure 4.3a, only that in a lower degree. Summarizing, the simulation of Figure 4.4b illustrates the linear dependence of capacitive currents with scan rates (black solid lines), and the occurrence of non-capacitive distortions at the lowest voltage sweep speeds (red dotted lines).

The experimental capacitive and non-capacitive hysteretic currents of several structures (see Table 3.1), and at different bias conditions are presented in Figure 4.4c. As general empirical trends, \( J_{\text{hyst}} \) grows linearly with scan rates when NHyst. Note that this is not a feature only related with low performance devices (10-15% efficiency) with TiO\textsubscript{2}/MAPI/spiro structure, as originally reported.[50, 60, 67, 91-92] The same capacitive currents are reported for state-of-the-art devices including 2D capping layers (e.g. AVA\textsubscript{2}PbI\textsubscript{4}, PEA\textsubscript{2}PnI\textsubscript{4})[11, 64-65] towards the selective contacts with MAPI or Cs\textsubscript{0.1}FA\textsubscript{0.74}MA\textsubscript{0.13}PbI\textsubscript{2.48}Br\textsubscript{0.39} as perovskite absorbers,[11, 64, 66] with efficiencies in the range 18-20%. The general trend for non-capacitive currents seems to agree with \( J_{\text{hyst}} \propto 1/\sqrt{s} \) and several structures where there is IHyst. However, care must be taken with the
“universality” of this latter result. IHyst is a more complex phenomena with various origins and reproducibility issues. Thus, one could postulate a general form \( J_{\text{hyst}} \propto s^{-r} \), being \( r > 0 \). The total behavior of hysteretic currents is schemed in Figure 4.4d highlighting three main regions in terms of the voltage sweep scan rate.

First, at low enough \( s \), hysteresis is mainly due to non-capacitive currents \( J_{\text{hyst}} \rightarrow J_{\text{noncap}} \) which appear for most of PSCs with an inverse proportionality to the scan rate. Second, at intermediate \( s \), hysteretic capacitive currents behave as \( J_{\text{hyst}} \rightarrow J_{\text{cap}} \propto C \cdot s \), most typically in PSCs with regular structures. And third, at high enough \( s \), the capacitive currents are limited by the capacitor response time constant and hysteretic currents fade. This is also the case when the fast scan rates give no time to the space charge regions to be modified, in terms of slow mobile ion kinetics.

Figure 4.4. Non-capacitive dark \( J - V \) hysteresis of PSCs: (a) dark \( J - V \) curves as a function of scan rates at room temperature, (b) simulated phenomenology of capacitive and non-capacitive patterns in the dark \( J - V \) hysteresis, (c) hysteretic currents from several devices (see Table 3.1) in a broad range of scan rates, and (d) schemed general behavior of hysteretic currents with scan rate showing three main regions. Inset in (a) are the linear
The nature of the non-capacitive hysteretic currents can be faradaic and/or recombination currents due to modified space-charge regions (see Figure 4.4e). In common, these two mechanisms are favored as the bias is applied for longer times, so \( J_{\text{noncap}} \) appear at the slowest scan rates. It has been shown\(^{[60]} \) that the reactivity hypothesis fits currents below units of mA cm\(^{-2} \) behaving as the Nernst-Monod model\(^{[93]} \)

\[
J_{\text{noncap}} = J_{\text{NM}}(1 + \exp\left(-\frac{q(V_{\text{NM}} - V)}{m_{\text{NM}}k_BT}\right))^{-1} \tag{4.8}
\]

which is a step-like law attaining \( J_{\text{NM}} \) for positive voltages above the characteristic voltage onset \( V_{\text{NM}} \), related to a reaction potentials. Here \( m_{\text{NM}} \) is an empirical parameter correcting the effective voltage contributing to the reaction.

These small currents described by (4.8) match capacitance variations related with reversible processes in sort of pseudo-capacitance mechanisms.\(^{[60]} \) However, larger \( J_{\text{noncap}} \) like in Figure 4.4a are not so easily explained by reversible Faradaic phenomena.

Space-charges can create larger \( J_{\text{noncap}} \) due to the dynamic evolution of drifted ions contributing to the current, while modifying the energy diagram, and hence the electronic recombination currents. If no mobile ions, the junction in equilibrium may produce a time independent operational current \( J_j(V) \). However, when applying some voltage, independently to the large capacitance and charging/discharging processes, the junction itself is modified and \( J_j(V, t) \) is different depending on the polarization history.

In closing, it is suggested that dark hysteresis in PSCs results from several phenomena including capacitive, faradaic and space-charge related natures. In all the cases, it looks that ionic transport is of major importance in the electrical performance of PSCs. The scheme in Figure 4.4d seems to be an “universal” map for dark hysteretic currents for practically all of the perovskite-based solar cells, independently of electrodes and/or absorber materials and structures. In the experience of the author, capacitive and/or non-capacitive hysteretic currents can at most be masked by significant resistive artifacts which increase/decrease the time scale of the charge carrier phenomena. But these effects can be understood as horizontal shifts and/or shrinks in the scan rate axis of Figure 4.4d.

### 4.3. Dark capacitance from impedance spectroscopy

Large capacitive currents from the cycled \( J - V \) curves at different scan rates were discussed in the previous sections to be an important component of the hysteresis in PSCs. Specifically, evidence suggest that very slow processes influence the overall devices performance, most likely related with ionic phenomena. However, slow processes could be also associated with electronic trapping/detrapping processes due to near-midgap trap states, which would be accessible by IS studies changing temperature and DC bias, i.e. thermal admittance spectroscopy (TAS) and Mott-Schottky (MS) analysis (see sections 2.6.1-2, 3.3.2-3).
In this section, TAS and MS analyses in PSCs are discussed. Several limitations and physical inconsistencies are found regarding the low frequency range, suggesting that the ionic phenomena overlap with the possibly electronic signal contribution. This hinders the use of these characterization methods, as discussed in detail in the original works.\[50, 94-96\]

4.3.1. Thermal admittance spectroscopy

In the TAS approach, temperature dependent steps in the capacitance spectra from IS are assumed due to the emission rate of trap states in the semiconductor bandgap. Most of the reported studies in PSCs use TAS as a comparison method, analyzing the complete frequency range, presenting DOS curves without clear peaks and showing nearly unrealistically large values.\[96-103\]

The shape of the capacitance spectra of PSCs usually shows two main characteristics distinguishable at higher and lower frequencies, respectively, as in the Bode plots of Figure 4.5a. In the frequency range above 1 kHz, the geometrical capacitance \( C_g \) and/or the depletion layer capacitance \( C_{dl} \) are responsible for the observed plateaus in the spectra. Above 100 kHz, the capacitance abruptly drops by effect of the series resistance \( R_s \). On the other hand, below 10 Hz the capacitance spectra increase significantly showing a step \( C_{sci} \). From the analysis of previous sections, one could speculate that \( C_{sci} \) relates to mobile ionic space charge regions.

As temperature decrease, the capacitance spectra are left-shifted (towards lower frequencies) and below 200 K an abrupt down-shifting (towards lower capacitances) occurs. The high frequency general trend is illustrated in terms of \( \varepsilon \) in Figure 4.1d, comparing the mTMApiClS and InvMAPI devices with the MAPI pellet sample (see Table 3.1). Unlike the MAPI material, the devices show \( \partial \varepsilon / \partial T > 0 \) and step differently in magnitude and temperature with respect to the phase transition. This could suggest that the abrupt decrease of capacitance at the lower temperatures would depend on the contacts.

Comparing with capacitance from the dark \( J-V \) curves, Figure 4.3d shows that IS capacitances at the lower frequencies always exceed the capacitance from hysteretic currents. Contrary, around room temperature hysteresis capacitance seems to be larger than that at higher frequencies. This may reinforce the idea that capacitive hysteresis in PSCs is mainly related with the low frequency component of the capacitance spectra.

Increasing the perovskite thickness, the capacitance of cTMApiClS devices (see Table 3.1) is diminished at higher frequencies, as in Figure 4.5b. Here, a proportionality with \( C_g \) can be assumed. On the other hand, at lower frequencies a reduction of \( C_{sci} \), when present, is significantly lower. This agrees with the idea of different mechanisms behind the capacitance at low and higher frequencies and suggest that electronic chemical capacitance may not be straightforwardly an explanation for \( C_{sci} \).

Applying the TAS formalism, Equation (3.5) results in the hypothetical DOS depicted in Figure 4.5c,d. There, one can observe two main peaks. For the higher frequencies (lower \( E_\omega \)) the DOS spectra appear nearly \( T \)-independent. This may correspond to the coupling \( R_s C_g \), as pointed in Figure 4.5c. The effects of defect densities should be identified in a proper frequency range. For instance, some authors have successfully analyzed TAS in PSCs above 1 kHz but still below the series resistance masking effect around 1 MHz.\[104-107\]
At the lowest frequencies (highest $E_\omega$), the large low-frequency capacitance of Figure 4.5a imply large temperature-activated peaks in the DOS spectra. This is illustrated in Figure 4.5c,d where the DOS values can reach $10^{21}$ eV$^{-1}$ cm$^{-3}$ around $E_\omega \approx E_t \approx 160$ meV. However, these apparent values for the density of states are hardly linked to the response of any defect levels, considering the nearly intrinsic character of perovskites, having at most doping concentrations around $10^{17} - 10^{18}$ cm$^{-3}$.[90, 94, 96] If one integrates the DOS spectra using Equation (3.6) it would...
result in total defect densities up to \( N_t \sim 10^{20} \text{ cm}^{-3} \) at room temperature, which appears an entirely unphysical value. Also, the capture cross section \( \sigma_{cs} \approx 10^{-24} \text{ cm}^2 \) and attempt-to-scape frequency at room temperature \( \omega_0(300 K) \approx 527 \text{ rad.s}^{-1} \) (arrow-pointed in Figure 4.5a) have significantly small values. The latter generates negative \( E_\omega \) values in Figure 4.5d, which is another unrealistic outcome, due to the low intercept in the Arrhenius plot (inset Figure 4.5c).\(^{108-109}\) More typical values for these parameters in traditional semiconductors are reported as \( \sigma_{cs} > 10^{-17} \text{ cm}^2 \) and \( \omega_0(300 K) > 10^6 \text{ rad.s}^{-1}.\(^{109-112}\)

The height of the apparent DOS peaks shrink with temperature, as illustrated in Figure 4.5c.d. This is another anomalous behavior: for trap states one would expect a frequency shift with temperature but with similar amplitudes for the DOS peaks. After the integration, using Equation (3.6), the resulting trap densities exponentially decrease as \( N_t \approx N_{s0}\exp[T/T_{s0}] \) with \( N_{s0} \approx 2 \times 10^{16} \text{ cm}^{-3} \) and \( T_{s0} \approx 34 \text{ K} \) (see inset of Figure 4.5d). This thermally activated process is more likely related to the electrode polarization mechanism discussed in Section 4.1.1 for MAPI pellets, where the conductivity implies ionic-electronic phenomena.

Interestingly, concerning the small values of \( \sigma_{cs} \) from TAS in PSCs, it would be interesting to check the Meyer-Neldel rule; i.e. \( \sigma_{cs} = \sigma_{cs0}\exp[E_t/k_BT_1] \) in Equation (2.49).\(^{113-115}\) For instance, if the Meyer-Neldel rule would be satisfied, then the activation energy \( E_t \) from the low-frequency capacitance \( C_{sc1} \) could be the enthalpy increase \( \Delta H \) for the thermodynamic system upon ionization at a given temperature. Then, the consequent entropy change would be \( \Delta S = E_t/T_t. \)

Importantly, the contact layers can add extra masking and/or competing capacitance contributions, besides the property of perovskite absorbers of showing slow mechanisms evidenced in the low frequency part of the capacitance spectra and most likely of ionic nature. For instance, it is well known that the dark low frequency capacitance of devices with organic selective contacts (see Table 3.1 for PEDOT:PSS/MAPI/PC\(_{70}\)BM or C\(_{60}\)-SAM/MAPI/PDCBT)\(^{60, 66, 95}\) is typically lower than that for cells with normal structure TiO\(_2\)/MAPI/spiro. In some cases it can be nearly flat.\(^{116}\) This is first because of resistive artifacts which can shift the low frequency step towards lower frequencies.\(^{95}\) On the other hand, being the dark low-frequency capacitance an interphase phenomena, as suggested from the characterization of gold contacted MAPI pellets in Section 4.1,\(^1\) it makes sense that selective layers are of major importance on the charge accumulation towards the interfaces. Purposely, R.A. Awni et al.\(^{117}\) measured TAS in samples with various configurations (SnO\(_2\)/C\(_{60}\)-SAM/MA\(_{0.7}\)FA\(_{0.3}\)Pbl\(_3\)/spiro, SnO\(_2\)/C\(_{60}\)-SAM/spiro-OMeTAD and SnO\(_2\)/C\(_{60}\)-SAM/MA\(_{0.7}\)FA\(_{0.3}\)Pbl\(_3\)) and showed that the thermally activated capacitance in the range 120 K-300 K and below 10 kHz are actually mainly due to the hole transport layer, i.e. the spiro-OMeTAD.

In summary, the application of the TAS method in PSCs should be limited to the range from 1 kHz to 100 kHz discarding masking/overlapping effects of \( C_{sc1} \) and \( R_s \), towards lower and higher frequencies, respectively (see Figure 4.5e). At frequencies below 1 kHz the capacitance spectra increase due to slow dynamic processes, hardly connected with DOS and most likely to ionic phenomena. Furthermore, the capacitive effects of the selective contacts should also be considered as extra sources of masking or contributing signal.
4.3.2. Mott-Schottky analyses

Low frequency dark capacitance spectra with thermally activated ionic processes at zero DC bias were discussed in the previous section. Alternatively, one can characterize the capacitance at a single high frequency (e.g. 10 kHz) varying the DC voltage at room temperature, which is the case of the MS analyses.

Two general cases of MS patterns have been reported for PSCs. First, a dependence $C^{-2} \propto V$ is noticeable from quasi-equilibrium towards forward bias in Figure 4.6a, which obeys Equation (2.46) and allows extracting the built-in voltage $V_{bi}$ from the intercept of the linear fitting and the doping concentration $N$ from the corresponding slope. Towards reverse bias, the capacitance collapses to $C_g$ because of the full depletion regime. Contrary, if the applied voltage approaches and/or exceeds $V_{bi}$ at forward bias, the capacitance grows exponentially, as in the right axis in Figure 4.6a. These are relatively standard behaviors, but anyway note that validating the MS analysis requires the linear trend $C^{-2} \propto V$ in the range between zero bias and low forward bias as a necessary condition, despite it is not a sufficient condition.[90, 94, 118] Potentially valid MS analysis in PSCs are scarcely reported.[119-120] Figure 4.6a illustrates the behavior of TiO$_2$/CH$_3$NH$_3$PbI$_3$.Cl/spiro devices whose calculated defect density was $N \approx 10^{17}$ cm$^{-2}$.[94] However, this was the only cell configuration which exhibited a doping-like behavior among all the studied samples as listed in Table 3.1.[50, 121] Furthermore, the pattern of Figure 4.6a is only habitual among ASnX$_3$ perovskite based devices.[122-124]

Most commonly, a second MS plot type like Figure 4.6b can be obtained from PSCs, where the MS analysis is unpractical.[94] At reverse bias, the capacitance seems saturated, and these nearly constant values are not so different even at low forward biases. If one would try to make a linear fitting in the range 0.0-0.4 V, the resulting $N$ and $V_{bi}$ values would be unrealistically large, e.g. $N \approx 10^{19}$ cm$^{-2}$ and $V_{bi} \approx 10$ V in Figure 4.6b. This “fingerprint” allows to rule out the patterns like Figure 4.6b for applying the MS analysis.

Incorrectly, one would be tempted to fit the apparently linear section ranging 0.4 V to 0.8 V in Figure 4.6b. But this is not $C_{dl}$. Instead, it is the effect of the exponentially increasing capacitance, evident in the right axis of Figure 4.6b.

The MS pattern of Figure 4.6b is not an unique response of PSCs, but the signature of p-i-n junctions where the depleted region width $w_n + w_p$ in the selective contacts is much smaller that the intrinsic width $w_l$ in the active layer (see Figure 2.10). This is typically the case in organic solar cells.[125] Then $(w_n + w_p) \ll w_l$ implies that the total depletion layer width $w$ is nearly unchanged $w \approx w_l$. For instance, in an OSA p-i-n junction the MS analysis would result

$$C^{-2} = \left(\frac{w_l}{\varepsilon_0 \varepsilon} + \frac{2}{q\varepsilon_0\varepsilon N(V_{bi} - V)}\right)^2$$

(4.9)

Note that (4.9) fits better the slight MS plot curvature as in Figure 4.6b below 0.4 V. Nevertheless, for flatter patterns $w^2 = w_l^2 + w_p^2 + w_n^2$ can be more suitable (see Table 2.1).[126-127]

A sort of MS plot hysteresis in PSCs, like the experimental curves of Figure 4.6c, occurs if the DC bias is cycled at different scan rates, similarly to the $J - V$ hysteresis. This suggest that
one can tune the charge density distribution $\rho(x)$, and thus the MS plot, depending on the polarization history and the effects are evident even at frequencies as high as 10 kHz.
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Figure 4.6. Mott-Schottky analysis of PSCs at 10 kHz: MS plots (left axis) and capacitance voltage (right axis) from devices including (a) CH$_3$NH$_3$PbI$_3-x$Cl$_x$ and (b) CH$_3$NH$_3$PbI$_3$ as absorbers. Adapted from ref. [94], Copyright 2016, AIP Publishing. (c) MS plots as a function of DC bias sweep scan rate (MAPI cell), and (d-f) corresponding charge density profiles. Filled and open circles symbol fixed doping depleted ions and mobile ions, respectively, and $e^-$ and $h^+$ indicate electrons and holes, respectively.

The different charge density profiles in each situation are illustrated in Figure 4.6d-f. A lightly doped perovskite like Figure 4.6d with/without a small intrinsic region (or a thin intrinsic perovskite layer) could be the case belonging to the p-n junction like behavior of the MS of Figure
4.6a. Differently, a much larger intrinsic region width is presented in Figure 4.6e, which may correspond to the p-i-n junction like behavior of Figure 4.6b.

The presence of slow mobile ions in the perovskites is an already accepted statement, given the several experimental and theoretical studies in agreement.\textsuperscript{[20, 30, 128]} Particularly, the slow kinetic under illumination was attributed to MA cation by Senocrate et al.,\textsuperscript{[129-131]} while iodine vacancies are considered as the main contribution to faster ionic conductivity.

The distribution of mobile ions (open circles in Figure 4.6d-f) can effectively modify the intrinsic region width. For DC biases below $V_{bl}$, they would be piled up to the interfaces like in Figure 4.6e, where their contribution to the capacitance may be still lower than that of the intrinsic region. However, if larger DC biases are applied, the mobile ions may be drifted to the opposite interface. In this configuration there is no more $w_i$, and the electronic charge may respond to AC perturbation like a parallel plate capacitor with distance between plates $w_m$.

Purposely, Fischer et al.\textsuperscript{[132]} proposed that the mobile ions could fully invert their equilibrium distribution aligning with the fixed depleted ions and forming a “perfect” p-n junction, upon large enough DC forward bias value and polarization time. They showed the transition from p-i-n to p-n like behaviors after 2V pre-bias in formamidinium-based PSCs.

The electronic character of MS plots in Figure 4.6 is highlighted because the capacitance measurements were taken at 10 kHz. Herein it is assumed that the main ionic effect is that of the modification of $\rho$ through the tuning of $w_t$. However, additional evidence can be obtained if the low frequency part of the IS spectra is analyzed, as in Figure 4.7a. The complete spectra as a function of DC bias can be fitted to equivalent circuit (EC) model in Figure 4.7b, most successfully below 0.8 V. In that EC, besides the series resistance $R_s$, two resistances and capacitances are labeled as respond to low or high frequencies, $R_{Lf}$, $C_{Lf}$, $R_{Hf}$ and $C_{Hf}$, respectively.

Comparing the MS plots in terms of frequencies, it evidences that electronic response at 10 kHz behaves like a p-i-n junction, while ionic $C_{Lf}$ from fittings shows a p-n junction like trend, or a much lesser $w_t$ p-i-n junction like response, as in Figure 4.7c. The simulations (lines in Figure 4.7c) suggest a good agreement with the above ideas. Note that for the capacitance the $C_s$ and $C_p$ (as in Table 3.4) are shown in Figure 4.7c at 10 kHz, which are the typical automatic outcomes from commercial work stations for MS analyses.

High injection condition, when DC bias exceeds $V_{bl}$, makes an exponential increase of capacitance where further mechanisms can contribute. This is already evident from the need of a new EC model. Below, 0.8 V both EC Figure 4.7b,d can fit the experimental spectra, most successfully that of Figure 4.7b,d. However, above 0.8 V not only Figure 4.7d is the most appropriate, but it requires a constant-phase element substituting $C_{Lf}$ with power parameter $\theta$ between 0.55 and 0.65, which is closer to a Warburg diffusion element than to a capacitor. This suggest a closer relationship between the mobile ions distribution and the traditional diffusion capacitance.

In agreement with the above discussions, what we should take for granted is that the MS analysis in PSCs requires “double check” for overlapping effects before any report.\textsuperscript{[90]} Unscrupulous evaluations of $V_{bl}$ and $N$ from MS plots with patterns like Figure 4.6b are examples of bad practices.\textsuperscript{[133-140]} Nevertheless, one can still use the MS representation as a qualitative relative comparison method for checking changes in the apparent $V_{bl}$ value.\textsuperscript{[66]}
In summary, the MS analysis in PSCs is mostly inhibited by the p-i-n junction structure of these devices and, additionally, affected by most likely ionic effects masking the actual depletion layer capacitance. The intrinsic character of most of perovskites with photovoltaic applications is one of the most constant properties reported in these devices, excepting Sn-based perovskite absorbers and some including chloride. Additionally, the ionic-related features hinder the accurate junction characterization and can be easily identified, as summarized in Figure 4.7e. Therefore, the evaluation of the doping densities and the built-in voltage requires additional validation procedures and/or experiments.

Figure 4.7. Dark capacitance versus DC bias at room temperature of a PPmixP device (see Table 3.1): (a) spectra, (b) Mott-Schottky analysis under different conditions, as indicated, and (c, d) equivalent circuit models for fittings (lines) of data (dots) in (a). Simulations in (c) fitted $C_{L_f}$ to (4.9) with $w_i = 0$, $N = 9.1 \times 10^{15} \text{cm}^{-3}$ and $V_{bi} = 0.83 \text{ V}$ and assumed $w_i = 707 \text{ nm}$, $N = 5 \times 10^{18} \text{cm}^{-3}$ and $V_{bi} = 0.85 \text{ V}$ for the capacitances at 10 kHz. (e) Schemed summary of the mobile ions effects in the MS plots.
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Chapter 5. Light characterizations and modeling

From the dark characterizations in the previous chapter, the experimental evidence suggested that the current-voltage ($J - V$) curve hysteresis in perovskite solar cells (PSCs) may be due to the slow kinetics of drifted ionic species accumulating towards the interfaces. These ionic phenomena produce a thermally activated significant increase of the low frequency capacitance spectra measured by impedance spectroscopy (IS). The ion migration competes with electronic currents and, more importantly, modifies the charge density profile, therefore conditioning the electronic current. Additionally, Faradaic currents cannot be neglected. However, the effects of $J - V$ hysteresis and the low-frequency capacitance in dark conditions are not so anomalously large as under illumination.

In this chapter, the hysteresis under standard illumination intensity is analyzed by changing the pre-polarization conditions. The experimental results are supported by numerical simulations, suggesting correlations between ionic dipolar switching and the recombination mechanisms. Subsequently, the IS as a function of illumination intensity is considered under different conditions and for several PSCs structures. Finally, a new approach named light intensity modulated impedance spectroscopy (LIMIS) is introduced and preliminary characterizations in PSCs are discussed.

5.1. Light hysteresis with dipolar switching experiment

The shape of the $J - V$ curves for PSCs is very susceptible to several measurement parameters, for instance the direction, scan rate and light intensity during the voltage sweep, and the polarization history before the voltage sweep. One can refer to this issue as the multi-dependent hysteresis problem. Thus, typical characterizations requires the sampling of numerous variables which constitute a significantly time-consuming task. This is why most of the reported models are able to describe one particular $J - V$ hysteresis shape, or a family of patterns (see Figure 2.8), which in some cases are even of low reproducibility.

The herein called ionic dipoles switching measurement/modeling protocol avoids the multi-dependent hysteresis problem by taking two main considerations. First, the faster possible scan rate is employed for measuring $J - V$ curves, as pointed out in Section 4.2.2. This prevents capacitive displacement currents $J_{cap}$ and Faradaic non-capacitive contributions $J_{noncap}$, to affect the $J - V$ curve. Additionally, whatever the space-charge modifications due to ionic phenomena would be, they should not vary during the fast scan. Thus, an apparent quasi-steady state operational junction current $J_j$ can be defined. Second, a prior polarization time is set previously for each bias sweep. This pre-bias period should be higher than the relaxations of photocurrent and photovoltage after the applied voltage. Consequently, the analysis of the measured curves allows to differentiate the limit effects for processes happening in time scales longer or shorter than the voltage sweep time.

In this section, the analysis of $J - V$ curves from several perovskite solar cells measured at fast scan rates after pre-bias are presented. The studied devices present normal structure (see Figure 2.3a) with $\text{CH}_3\text{NH}_3\text{PbI}_3$ (MAPI), $\text{Cs}_{0.1}\text{FA}_{0.74}\text{MA}_{0.13}\text{PbI}_2.48\text{Br}_{0.39}$ (CFMPIB) and...
FA$_{0.83}$MA$_{0.17}$Pb$_{1.1}$Br$_{0.22}$I$_{2.98}$ (FMPBI) as absorber materials. Additionally, some of the studied devices included 2D capping layers towards the selective contacts (see Table 3.1), which were examined and associated with distinct types of ionic dipolar profiles. The MAPI-based devices show normal hysteresis (NHyst) while the mixed perovskite-based cells exhibit significant inverted hysteresis (IHyst) in the $J - V$ curves (see Section 2.4). Interestingly, the latter is highlighted for the FMPBI-based device, which are typically considered hysteresis-free devices due to the inclusion of organic selective contacts.

The main hysteresis feature under analysis is the large decrease of the short-circuit current $J_{sc}$ after negative pre-bias. The use of drift-diffusion simulations indicates that negative pre-biasing difficult the charge carrier collection towards the selective contacts. This boosts the charge carrier recombination rates in both the perovskite bulk and towards the electrodes. These behaviors can be understood in terms of bias-induced inversion of ionic dipole regions, for the case of NHyst. Contrarily, the IHyst of mixed-perovskite structures manifests larger $J_{sc}$ after negative pre-biasing because the dipolar switching is hindered.

In the following, the ranges of direct-current (DC) mode bias will be described as: forward/positive (F) bias for those applied voltages in the direction from short-circuit (SC) to open-circuit (OC) regimes. Similarly, reverse/negative (R) bias will be taken for those values of DC applied voltages below SC (see Chapter 2). Accordingly, the label RF is referred to the voltage sweep from SC to OC, and the opposite is FR.$^{[1, 9, 13, 17]}$ In the presence of hysteresis, one sweeps the applied voltage for the directions RF and FR and measures the corresponding current densities $J_{RF}(V)$ and $J_{FR}(V)$, which are different as

$$\Delta J_{hyst} = J_{FR} - J_{RF} \tag{5.1}$$

which is voltage dependent and dynamically evolving as $J_j$, whose general form is that of Equation 2.26.

The experimental $J - V$ curves measured at 5.0 V·s$^{-1}$ after 1 minute stabilization at -0.1 V and 1.2 V (see scheme of Figure 5.1a) are presented in Figure 5.1b,c. In this experiment, only processes faster than 200 ms may affect the shape of the $J - V$ curve. This means that the slower processes would “freeze”.

An abrupt drop of photocurrent $\Delta J_{sc}$ after reverse pre-polarization (at -0.1 V) in the RF sweep is remarked for MAPI-cells with 2D capping in Figure 5.1b. This decrease is larger in 2DspiroMapi samples (see Table 3.1). Secondarily, the FF is reduced in the RF scan when comparing with to the FR sweep, independently on whether the 2D capping layers are included or not.

The NHyst occurs for every MAPI-based device in the voltage range from SC to OC, in Figure 5.1b, given $\Delta J_{hyst} > 0$, as well as $\Delta J_{sc}$, from Equation (5.1). Absence of hysteresis would be $\Delta J_{hyst} \equiv 0$. Thus, the inverted hysteresis (IHyst) implies $\Delta J_{hyst} < 0$, as in the case of Figure 5.1c.$^{[1, 9, 18]}$

The mixed perovskite samples show IHyst in their experimental $J - V$ curves, in Figure 5.1c. Negative values of $\Delta J_{sc}$ are significantly larger for the 2DspiroMix sample (see Table 3.1). Moreover, after the 1.2 V pre-bias the open-circuit voltage ($V_{oc}$) is significantly reduced. Interestingly, this $V_{oc}$ decrease is quite evident in the PmixP sample (see Table 3.1). The latter
structure, which include organic selective contacts, typically reports hysteresis-free $J - V$ curves when measured with slower sweep scan rates and without pre-bias.$^{[16, 19]}$
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Figure 5.1. Light $J - V$ curves hysteresis and modeling: (a) experimental polarization concept, measured $J - V$ curves from (b) MAPI- and (c) mixed-perovskite-based devices, and (d) corresponding simulations for normal and inverted hysteresis with respective (e, f) ionic dipolar profiles. Adapted from ref. $^{[1]}$, Copyright 2019, Elsevier B.V.

The recombination modes and the dielectric constants of the perovskites are the main differences between MAPI- and mixed perovskite-based cells, besides showing NHyst and IHyst, respectively. About recombination, the ideality factor $m \approx 2$ from MAPI-based solar cells suggest major importance of Shockley-Read-Hall (SRH) processes while in mixed CFMPIB-based devices larger importance of band-to-band recombination is believed because $m \approx 1.5$, considering $V_{oc}$ values near the radiative limit,$^{[11]}$ as discussed in the next section.$^{[2]}$ Regarding the dielectric permittivity, values of $\varepsilon > 23$ are well known for MAPI (see Section 4.1.1).$^{[20-23]}$
Numerical simulations were subsequently used for understanding the $\Delta J_{sc}$ behavior. In the model, MAPI-based cells with regular structure (see Section 2.2.1) were considered with the modification of including the 2D capping layers between the light harvesting perovskite and the selective contacts.[1, 9, 24-25] Equations (2.10-19) were stationary solved with an immobile distribution of ions, simulating the quasi-steady-state during the fast scans after pre-bias. The resulting general trends are displayed in Figure 5.1d. Several dipolar distributions were assumed, placing the charges in sheets at the interfaces like in Figure 5.1e,f for each voltage sweep.[11, 24]

The simulated $J-V$ curves of Figure 5.1d correspond to fast scans in the FR and RF directions, emulating the experimental hysteresis trends reported in Figure 5.1b,c. For the NHyst, the results correlate with ionic dipolar switching. This alludes to not just ions which pile up, but ions that specifically distribute depending on the device structure/materials and the polarization history. These ionic configurations are symmetrically switched, reversing the sign, during the pre-bias period in the experiment of Figure 5.1a. Note that this process also occurs when the $J-V$ curve measurements are performed at slower scan rates and without pre-bias, but in a more dynamical way.

Increase of charge carrier recombination is the main effect producing the large $\Delta J_{sc}$ during the RF sweep, after reverse pre-bias.[1] In the situation of the right panel of Figure 5.1e, The dipoles trigger both the surface recombination at their location and the bulk recombination in between. This hinders the charge collection at the electrodes.

The presence of 2D capping layers seems to be a needed condition for the dipolar switching in MAPI-based devices with NHyst. One could correlate this behavior with low mobility values of the 2D layers,[26-28] that could slow down the drift of the mobile ions trapping them during the fast voltage sweep, after the corresponding pre-biasing. Purposely, the inhibition of ion migration in 2D PEA$_2$PbI$_4$ has been reported by electro-thermal studies.[29] In addition, Muljarov et al.[27] calculated by drift-diffusion simulations the charge carrier recombination rate constants around ten times higher for 2D perovskites than for the analogue 3D materials.

NHyst can numerically be easily reproduced, in wide ranges for the simulation parameters.[1] This agrees with the fact that most of the experimental reports about hysteresis in PSCs are of NHyst.[9, 13] Contrary, the IHyst is not that often found in PSCs.[9, 13] Preliminarily, Rong et al.[18] correlated IHyst with the nature of the ETL/perovskite interface, and Nemnes et al.[30] pointed out that, unlike NHyst, the pre-conditioning state is essential in the IHyst.

For the IHyst to occur, several factors should combine:[1] (i) a specific initial ion configuration created during the pre-biasing;[30] (ii) specific values for the charge carrier surface recombination rates towards the selective contacts;[18] (iii) a suitable range for the mobility of the charge carriers in the perovskite and (iv) an proper range of values for the dielectric constant of the perovskite. Note that, the event of IHyst needs these four factors, nevertheless each of the factors are not individually sufficient for IHyst to happen.[1]

Inhibition of dipolar switching seems to occur in mixed-perovskite solar cells, whose simulated IHyst in Figure 5.1d correspond to the charge distribution in Figure 5.1f. The pre-bias shrinks or widens the ionic dipoles when IHyst, but the sign is not switched in Figure 5.1f. The simulation of IHyst in mixed-perovskite cells was only possible when the values for the charge
carrier mobility and dielectric constants were inevitably lesser than those utilized for reproducing the $I - V$ curves with NHyst for MAPI-based devices.

To sum up, the drift-diffusion numerical simulations can describe the main hysteresis experimental trends (NHyst, IHyst, $\Delta J_{sc}$) for current-voltage curves from perovskite solar cells measured with fast voltage scan rates after long pre-biasing, as in Figure 5.1b,c. The analysis correlates different types of light harvesting perovskites (MAPI or mixed) and respective ionic dipolar configurations, as an explanation for the hysteresis patterns. The approach above described is recommended as an experimental methodology for the characterization of the hysteresis phenomena in the current-voltage curve for perovskite solar cell.

5.2. Light capacitance

Light $I - V$ curve hysteresis in perovskite solar cells was showed in the previous section from several device structures. Hysteresis seems to be always present, even among top efficient cells and typically referred “hysteresis-free” cells. It is just a matter of select the right measurement condition and hysteresis will arise. More importantly, under illumination the hysteresis is able to modify tens of mA·cm$^{-2}$ and hundreds of mV the apparent values for the $J_{sc}$ and the $V_{oc}$, respectively. Thus, one would expect larger capacitive features from the IS, analogously to the dark characterizations in the previous chapter.

In this section, the capacitance spectra of PSCs under illumination via IS are discussed for several cases and/or conditions. At open circuit, the close relation with recombination mechanism is addressed by using the diode ideality factor parametrization.$^{[2]}$ Subsequently, a more general theoretical approach is proposed, accounting for the nature of light induced capacitances in PSCs.

5.2.1. Impedance spectroscopy at open-circuit

Similarly to Section 5.1, the present section discusses the characterization of devices comprising MAPI or mixed CFMPIB, as 3D perovskite absorbers, with 2D perovskite thin capping layers towards the TiO$_2$ and/or the spiro-OMeTAD, as selective contacts.$^{[2]}$ Distinctly, now the focus is on the IS spectra at open-circuit under different illumination intensities. Illustrative experimental spectra (dots) can be observed in Figure 5.2 in capacitance Bode plots and impedance Nyquist plots, with corresponding fittings (lines) to the equivalent circuit (EC) models.

For MAPI cells, with spectra like Figure 5.2a,b the most suitable EC model was that of Figure 5.2c, which is possibly the most common model for describing IS spectra in PSCs.$^{[31-33]}$ In that EC, $L_s$ and $R_s$ are series connected inductor and resistor elements, respectively. Subsequently, two resistors in series $R_{Lf}$ and $R_{Hf}$ relates to the resistance contributions in the lower and higher frequency ranges, and similarly two capacitors $C_{Lf}$ and $C_{Hf}$ in matryoshka configuration, respectively. In general, at open circuit $C_{Hf}$ correspond to the contributions from geometrical capacitances and/or electronic diffusion capacitance from the bulk. Similarly, $R_{Hf}$ relates with recombination properties most likely in the bulk too. On the other hand, the origin of $C_{Lf}$ and $R_{Lf}$
has been more debated, but a correlation with interface phenomena and the slow ionic mechanisms is among the more often accepted.\[9, 23, 34\]

For frequencies above 100 Hz, the capacitance spectra in the Bode plot describe a plateau around \(C_{HF}\), as in Figure 5.2a. In the impedance Nyquist plot, as Figure 5.2b, a clear arc of diameter \(R_{HF}\) is often observed above 100 Hz too. For frequencies lower than 100 Hz, the capacitance significantly increases as the incident light intensity does, as in Figure 5.2a. One would expect a second plateau around \(C_{LF}\) towards lower frequencies in the capacitance Bode plots and a second arc with approximate diameter \(R_{LF}\) is apparent in the impedance Nyquist plot.
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Figure 5.2. Impedance spectra of PSCs at open-circuit for different illumination intensities. Illustrative spectra (dots) for (a,b) MAPI devices and corresponding fittings (lines) to the equivalent circuit in (c). Similarly, illustrative spectra (dots) for (d,e) CFMPIB-based cells which are better fitted (lines) to the equivalent circuit in (f).

For CFMPIB-based cells, it results more appropriate to use the EC model of Figure 5.2f, which presents two main modification regarding that of Figure 5.2c. First, an inductive element
$L_{Lf}$ in series with the resistance $R_L$ are set in parallel with $C_{Lf}$ and $R_{Lf}$. These extra circuit elements modify the low frequency part of the spectra, as illustrated in Figure 5.2d. Second, another extra set of parallel resistor $R_{Mf}$, capacitor $C_{Mf}$ and inductor $L_{Mf}$ are included as in Figure 5.2f. The latter circuit elements affect an intermediate range of frequencies between 10 Hz and 1 kHz, reproducing the experimental loops in the impedance Nyquist plots and concave sections in the capacitance Bode plots (see Figure 5.2d).

The need for extra circuit elements in the AC model for simulating the spectra from CFMPiB-based samples seems to correlate with the varied composition of the mixed perovskite, in contrast with MAPI-based devices. Intuitively, one could expect that the common ionic contribution to the low frequency part of the capacitance is that of the iodine vacancies, which are abundant in MAPI as well as in the studied mixed perovskites. However, the differences in charge carrier mobility for each ionic specie may be compensated by electronic charge carrier kinetics, hence producing inductive-like behaviors. The latter has been connected to complex recombination/extraction phenomena taking place towards the selective contacts.$^{[13, 32, 35-36]}

The behavior of the main resistive and capacitive contributions to the simulated spectra are displayed in Figure 5.3. The general exponentially increasing and decreasing behaviors for the capacitance and the resistance$^{[31, 37]}$ are highlighted with solid lines in Figure 5.3. For the capacitance at the lowest frequencies under illumination at open-circuit, a parametrization is proposed as

$$C_{Lf} = C_{sci} + C_L \exp\left[\frac{qV_{oc}}{m_ec_bT}\right]$$

(5.2)

where the exponential coefficient $m_e$, the equilibrium capacitance $C_{sci}$ and $C_L \ll C_{sci}$ (so $C_{Lf} \equiv C_{sci}$ in dark) serve as fitting parameters and $k_bT/q$ is the thermal voltage.

At low frequencies, $C_{Lf}$ exhibits the exponential trend of (5.2) with $m_e \approx 2$ for MAPI-based cells (Figure 5.3a), resulting in large values up to 100 mF·cm$^2$ at $V_{oc} \approx 1.00$ V under standard 1 sun light intensity. For the CFMPiB-based devices (Figure 5.3b), $m_e \approx 1.5$ and similar capacitances are reached under 1 sun, only that now $V_{oc} \approx 1.05$ V. For all the studied devices $C_{sci} \approx 10$ μF·cm$^2$, which was correlated with mobile ion space charge regions in Chapter 4.$^{[34]}

At high-frequencies, the $C_{Hf}$ behavior in Figure 5.3a,b is nearly constant at forward bias. Furthermore, in all cases the lower values were those of the devices without extra 2D capping. Accordingly, one can suggest that geometric capacitance is the main contribution: $C_{Hf} \approx C_g$. Nevertheless, minor contributions from electronic chemical capacitance cannot be fully discarded in these frequency ranges.$^{[2, 38-39]}

The resistances are nearly constant at low illumination intensities/voltages when the shunt resistance $R_{sh}$ is predominant, e.g. Figure 5.3c. Above an onset voltage (~0.4 V for MAPI cells and ~0.7 V for CFMPiB cells) the resistance decrease exponentially in terms of Equation (2.25). This allows to estimate the ideality factor, which results $m \approx 2$ for the MAPI-based devices and $m \approx 1.5$ for the CFMPiB-based samples, nearly independently of the frequency range. Similarly, $J_{sc} - V_{oc}$ curves agree with these reports (see Equation 2.28).$^{[12]}

The natures of $R_{Hf}$ and $R_{Lf}$ under lower illumination intensities/voltages can be attributed to bulk and surface/interphase phenomena, respectively. Note that they are series connected, and
more importantly $R_{lf} \gg R_{hf}$ making $R_{lf} \approx R_{sh}$, a well-known leakage current recombination mechanism. At higher illumination intensities, where the injection currents and bulk band-to-band radiative recombination earns importance, $R_{hf} > R_{lf}$ but not more than an order of magnitude. This could mean a lower importance of surface phenomena and/or a change in nature of $R_{lf}$.

Figure 5.3. Parameters from equivalent circuit modeling of IS spectra of PSCs at open circuit: (a, b) capacitance, (c, d) resistance, and (e, f) characteristic response times from MAPI- and mixed-perovskite-based devices, respectively. Dots are the fitting parameters and lines are exponential/linear fittings highlighting the general trends. See Table 3.1 for labeling. Adapted from ref. [2], Copyright 2018, Elsevier Ltd.
The corresponding characteristic times are shown in Figure 5.3e,f. For high frequencies and large illumination intensities/voltages the general trend is

\[ \tau = \tau_0 \exp \left( - \frac{qV_{oc}}{m_\tau k_B T} \right) \]  

(5.3)

where \( \tau_0 \) is the equilibrium lifetime and \( m_\tau \) is the lifetime ideality factor. Thus \( m_\tau \approx m \) meaning \( \tau_{hf} \propto R_{hf} \) from the nearly constant behavior of \( C_{hf} \).

For the low-frequency RC couple \( \tau_{lf} \), the values are up to the order of seconds and nearly constant with illumination intensities/voltages. These large times correlate \( \tau_{lf} \) with slow mechanisms, most likely ionic, whose influence is enhanced under illumination. These mechanisms could also be assumed to be interface phenomena, since \( C_{lf} \) couples with \( R_{lf} \). Additionally, the constancy of \( \tau_{lf} \) may suggest that \( C_{lf} \propto R_{lf}^{-1} \), from the fact that \( m \approx m_e \) in the exponential trends of \( R_{lf} \) and \( C_{lf} \). In other words, a proportionality between low-frequency capacitance and surface recombination currents can be expected.

Whatever the nature of the large low-frequency capacitance at OC is, it may discard junction depletion capacitance and pure electronic chemical capacitance. Dismissing \( C_{dl} \) is obvious due to the high forward bias regime (see sections 2.6.1, 3.3.2, 4.3.2). On the other hand, \( C_{\mu} \) can be neglected because of the low intrinsic carrier concentration \( n_i \approx 10^5\text{-}10^6 \text{ cm}^{-3} \) inferred for the parabolic band approximation (2.4) with effective conduction \( N_C \) and valence \( N_V \) band effective density of states of order \( 10^{18} \text{ cm}^{-3} \),\cite{40,41} thermal energy \( k_B T \approx 26 \text{ meV} \) and bandgap \( E_g \approx 1.6 \text{ eV} \).\cite{9,42} Following definitions in Section 2.6.3, one would need \( n_i > 10^{12} \text{ cm}^{-3} \) in a 300 nm thick perovskite to attain capacitances above \( \text{mF} \cdot \text{cm}^{-3} \).\cite{43}

Zarazua et al.\cite{37} proposed that \( C_{lf} \) may be due to light-induced space-charge regions in p-type perovskites resulting in \( m_c = 2 \). Subsequently, Jacobs et al.\cite{44} Moia et al.\cite{45} and Ebadi et al.\cite{46} independently used numerical drift-diffusion simulations and simulated the capacitance spectra by including large concentrations of mobile ions with slow kinetics in the perovskites.

To sum up, IS characterization of PSCs at open-circuit under different illumination intensities allows to identify bulk and interface features as well as recombination mechanisms. Bulk recombination resistance seems to be predominant at higher frequencies while interface/surface recombination resistance is suggested to respond at the lowest frequencies. The perovskite absorber layer is found to determine the main recombination pathway from the ideality factor parameter. Devices comprising CH\(_3\)NH\(_3\)PbI\(_3\) show \( m \approx 2 \), which can be assumed as predominant SRH recombination at surfaces and/or depleted regions. This was the behavior from all the MAPI-based samples. As listed in Table 3.1. On the other hand, a lower value, \( m \approx 1.5 \), is found for cells including mixed perovskites like Cs\(_{0.1}\)FA\(_{0.74}\)MA\(_{0.13}\)PbI\(_{2.48}\)Br\(_{0.39}\), which could suggest major influence of bimolecular recombination and/or diffusion mechanisms related with bulk properties. Similarly, all the mixed perovskites included in Table 3.1 presented the same trend.

Importantly, large capacitances of up to 100 mF·cm\(^2\) are found at open-circuit under 1 sun illumination intensity. This capacitance could be related with photo enhanced large accumulation of mobile ions with slow kinetics. This, considering the light independent characteristic response
times in the order of seconds, and from the coupling with the low frequency surface recombination.

### 5.2.2. Ionization, space charge regions and chemical capacitances

The low-frequency capacitance of PSCs at open-circuit was showed in the previous section to increase exponentially with $V_{oc}$ reaching tens of mF·cm$^{-2}$ under 1 sun illumination intensity. This is a well reported experimental feature in PSCs.$^[2, 5, 10, 37, 44-50]$ However, large photo-induced capacitances are not an exclusive feature of the OC condition.$^[39]$ The slow kinetics of mobile ions affect the complete operation of PSCs, causing hysteresis-like behaviors.

At short-circuit under illumination, there is also a significant increase in the photoinduced capacitance, as evident in the spectra of Figure 5.4a. In Figure 5.4b, one can see the linear trend of $C_{Lf}$ towards the higher photon fluences. Contrary, below 1 mW·cm$^{-2}$ $C_{Lf}$ saturates towards the dark value. This is the typical behavior of traditional photovoltaics as Equation (2.51), only that $J_\delta < J_{sc}$ in PSCs. For instance, in Figure 5.4b the device has $J_{sc} = 22.5$ mA·cm$^{-2}$ and $J_\delta \approx 19.6$ mA·cm$^{-2}$ for high frequencies while, more drastically, $J_\delta \approx 67.4$ μA·cm$^{-2}$ for the low frequencies. The latter suggest that the nature of $C_{Lf}$ may be ionic rather than electronic.
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**Figure 5.4.** Mobile ions-related capacitances: (a) capacitance spectra of a PPmixP device (see Table 3.1) at SC under different illumination intensities and (b) corresponding capacitances at low and high frequencies as a function of short-circuit current; comparisons between (c) capacitance spectra at different conditions, as indicated, and (c) low-frequency capacitance...
Comparing the capacitance spectra at several conditions in Figure 5.4c illustrates different regimes for the low-frequency capacitance in PSCs. First, dark capacitance is slower than light capacitance, and it can be divided into two sub-regimes below and above flat-band condition. The dark situation for \( V < V_{\text{bi}} \) follows an ionic depletion layer capacitance behavior, as already discussed in Section 4.3.2. Also in that section, it was discussed how the mobile ions can redistributed in the dark case when \( V > V_{\text{bi}} \) and the space charge region is widened.

Light capacitance has a common faster component than dark capacitance, but at OC there is a larger and slower contribution than at SC. The results from the EC fittings are also summarized in Figure 5.4d, showing exponential trends with \( m_C \approx 1.4 \) for \( C_{\text{LF}} \) at OC and SC (taking the corresponding \( V_{\text{oc}} \) for each \( P_{\text{in}} \)) and a faster increase for the dark \( C_{\text{LF}} \propto \exp[qV/k_B T] \). Note that the latter is the general chemical capacitance trend when approaching high injection condition (see Section 2.6.3).

In common, it appears that increasing charge carrier by injection and/or photogeneration enhances the slow kinetic ionic phenomena. Purposely, light enhanced ionic transport was revealed by Zhao et al.,\cite{51} who found a reduction in ionic transport activation energy from 0.82 eV in dark to 0.15 eV under illumination for MAPI. Similarly, Xing et al.\cite{52} reported lower activation energies for ion conductivity of 0.15 eV under illumination, with respect to 0.5 eV in dark in large grain MAPI films. The ionic conductivity can be expressed as

\[
\sigma_{\text{ion}} = q_{\text{ion}} N_{\text{mob}} \mu_{\text{ion}}
\]

(5.4)

where \( q_{\text{ion}} \) is a multiple of the elementary charge which account for the ion charge, \( N_{\text{mob}} \) is the concentration of mobile ions and \( \mu_{\text{ion}} \) their mobility. Then, assuming that \( \mu_{\text{ion}} \) is not significantly changed, one could take most of the increase in the ionic conductivity due to a photo generated increase of concentration of mobile ions.

Photoionization is a process in which the energy of a photon is transferred to a bond electron, creating an ion. This process would require a photon energy larger than that of the given activation energy \( E_{\text{mob}} \). Another way to transfer an energy larger than \( E_{\text{mob}} \) to a bond electron is by impact with another electron with large enough kinetic energy. The impact electrons could be injected by field effect or photogenerated by the more energetic wavelengths. The later would also explain the increase of \( N_{\text{mob}} \) as illumination intensity is enhanced. A fourth option can also occur: a bond electron can be impacted by a mobile ion, which could produce an avalanche effect above certain value of \( N_{\text{mob}} \).

Note that \( E_{\text{mob}} \) is lower than the absolute ionization energy, since no particle is assumed to leave the lattice (there is not ionized gas). It would be enough for the bond electrons to reach the conduction band so the weakly bounded mobile ions can effectively move, drifted by the electric field.

The occurrence of photon-/electron-ionization in perovskites, and the exact involved mechanism, should be further verified by several methods. Nevertheless, from the available
evidence and the above reasonings one could consider that the number of mobile ions is triggered as

$$N_{mob} = N_{m0} + N_m \left( \frac{n \mathbb{P}_n + p \mathbb{P}_p + \frac{\Gamma_{in}}{\Gamma_{bb}} \mathbb{P}_r}{n_i} \right)$$

(5.5)

where $N_{m0}$ is the equilibrium mobile ions concentration; $N_m$ is the equilibrium mobile ions ionization/activation concentration; $\Gamma_{in}$ and $\Gamma_{BB}$ are the incoming and black-body radiation outcoming photon fluences, respectively; and $\mathbb{P}_n$, $\mathbb{P}_p$ and $\mathbb{P}_r$ are the probabilities of ionization/activation of the mobile ions by interaction with electrons, holes and photons, respectively.

Considering a proportionality (5.5) between charge carrier concentration and photon fluence with the number of mobile ions which contribute to low-frequency capacitance, and hence $J - V$ hysteresis in PSCs, makes easier to understand some processes. It would be just a matter of analyzing where the charge and photons are and how the mobile ions distribute, as in the energy diagrams and the charge density profiles of Figure 5.5.
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Figure 5.5. Schemed simplified energy diagrams (a, c, e) and charge density profiles (b, d, f) explaining the mobile-ions-related capacitances for (a, b) light short-circuit, (c, d) dark forward bias and (e, f) light open-circuit conditions. Filled and open circles symbol fixed doping depleted ions and mobile ions, respectively, and $e^-$ and $h^+$ indicate electrons and holes, receptively. Not realistic band-bending, dipoles nor scaling were considered in the schemes.

At SC condition one could find the very simplified energy diagram of Figure 5.5a illustrating electrons and holes distributed towards the electrodes in order to provide the photocurrent. Here the charge carrier concentration and photon incidence could enhance the number of mobile ions which were already polarized by the built-in field. As a result, at SC and for the effective position
where mobile ions respond to AC perturbation, one can propose a photo-enhanced mobile ions concentration

$$N_{\text{mob}}(w_m) = N_m \mathbb{P}_m \exp \left[ \frac{E_{F_n}(w_m) - E_{F_p}(w_m)}{k_B T} \right]$$ (5.6)

where $\mathbb{P}_m$ is the cumulative probability of ionization/activation of mobile ions producing an space-charge capacitance

$$C_{\text{sci}} = \sqrt{\frac{\varepsilon_0 \varepsilon q N_m \mathbb{P}_m}{2 V_{\text{bi}}} \exp \left[ \frac{q V_{oc}}{m_c k_B T} \right]}$$ (5.7)

Here the parameter $m_c$ corrects the portion of the corresponding $V_{oc}$ proportional to the splitting of the quasi-Fermi levels at $w_m$, i.e. $E_{F_n}(w_m) - E_{F_p}(w_m) = 2qV_{oc}/m_c$ and $V_{oc}$ is the corresponding value under the same DC illumination intensity. Evidence of this photo-induced space charge formation can be found in the experiments by Tang et al.\cite{53} with thick absorber layer PSCs under different wavelength illumination intensities.

At dark forward biases above flat-band, the injection supplies the charge carriers that could reproduce an space charge capacitance as (5.7). However, the distribution of mobile ions may be wider and diffusion-type mechanisms cannot be discarded due to the Warburg like behavior of the constant phase element fitting $C_{L_f}$ and the lower exponential coefficient $m_c \approx 1$.

At OC under illumination, the mechanism of (5.7) could still be occurring, most likely towards the interface, where most of the high energy photon absorption occurs. This would be similar to the situation suggested by Zarazua et al.\cite{37} However, additionally, the slowest and largest capacitance contributions could be due to a different mechanism, related with the broader and nearly constant concentration of mobile ions.

A chemical potential of ions whose concentration is analogue to (5.6), but constant along a $L_m$-thick region, can be defined as

$$\mu_i = k_B T \ln \left[ \frac{N_{\text{mob}}}{N_m} \right] = k_B T \ln [\mathbb{P}_m] + E_{F_n} - E_{F_p} \approx q V_{oc}$$ (5.8)

The approximation in Equation (5.8) is made assuming large ionization probability, i.e. $\mathbb{P}_m$ close to one, and perfect contact selectivity, i.e. $E_{F_n} - E_{F_p} = q V_{oc}$. Therefore, one can consider a chemical capacitance of mobile ions at open circuit as

$$C_{\mu_i} \approx q L_m \frac{\partial N_{\text{mob}}}{\partial V_{oc}}$$ (5.9)

where $L_m$ is the region where the concentration of both mobile anions and cations is equal and nearly constant. This region is not necessary the complete perovskite thickness because the probability $\mathbb{P}_m$ may be position-dependent even in regions where the electronic chemical potentials are flat. Thus, one can assume a dependency similar to (5.6) within the $L_m$ region and take $\mathbb{P}_m$ as an average value, resulting

$$C_{\mu_i} = \frac{q^2 L_m N_m \mathbb{P}_m}{k_B T} \exp \left[ \frac{q V_{oc}}{m_c k_B T} \right]$$ (5.10)
where $m_c$ can account for $V_{oc}$ differences with the splitting of quasi-Fermi levels and/or be an effective correction due to $P_m$.

In closing, the low-frequency capacitance of PSCs can be explained as a combination of space-charge capacitances and chemical capacitances due to ionization/activation of mobile ions. The latter seems to respond proportionally to the concentration of charge carriers. Specifically, due to just-generated charge carriers or direct photoionization the photon interaction with photovoltaic perovskites seems to explain the unprecedented large low frequency capacitances.

5.3. Light intensity modulated impedance spectroscopy (LIMIS)

Impedance spectroscopy analyses to photovoltaic devices are usually used to discern the predominant recombination mechanisms,[2] the doping densities,[54-55] deep defect levels[56] and the density of states,[57] as introduced in Section 3.3 and previously in this chapter. With the focus in the recombination phenomena, the measurement of potentiostatic IS at quasi-open-circuit regime for a series of DC illumination intensities (see Section 5.2.1) is one of the most stablished procedures. The experimental spectra can be simulated with EC models and so the different components for the recombination resistance $R_{rec}$, chemical capacitance $C_\mu$ and characteristic charge carrier recombination lifetimes $\tau$ can be assessed as a function of $V_{oc}$.[2, 4, 38] Alternatively to the EC modeling, drift-diffusion numerical simulations can also be performed. One can similarly fit the experimental spectra of the time-dependent solutions for the transport equations at OC, with the same DC illumination and under small perturbation $\tilde{V}$ of the bias boundary condition $\tilde{V}$ at the electrodes.[44-45, 58-59]

In photo-sensitive samples one can also study the photocurrent or photovoltage responses to small alternating current (AC) mode light intensity perturbations over a DC illumination intensity. Then one can perform measurements of intensity modulated photocurrent and photovoltage spectroscopies, IMPS[60-71] and IMVS,[66-67, 72-74] which describe the current and voltage responsivities $\Psi_J$ and $\Psi_V$, respectively. Similarly to IS, one can consider a light intensity modulated impedance spectroscopy (LIMIS) as the ratio LIMIS=IMVS/IMPS. The LIMIS relation was first presented by Song & Macdonald[75] who measured the spectra on n-Si in KOH solution and validated the transfer function by Kramers-Kronig transformation. Subsequently, Halme[76] applied the concept to dye sensitized solar cells, and concluded a correspondence between the measurement methods for IS and LIMIS.

In the next sections, first, an analytical approximate solution for the one-sided p-n junction photovoltaic devices is presented. This formalism complements the EC-based approaches and sets an opening towards forthcoming more accurate numeric drift-diffusion simulations. Subsequently, the difference between the transfer functions resulting from IS and LIMIS are shown to inform on the properties of the junction, like the recombination velocity.[13] Subsequently, the experimental spectra from IS and LIMIS for PSCs are discussed. Particularly, the corrections to the assessment of the charge carrier lifetimes are addressed and compared by different methods.
5.3.1. Theoretical introduction to LIMIS: the one-sided p-n junction case

Following the impedance definition (3.3) and Equations (3.7-10) defining IMPS and IMVS, the current and the voltage are individually measured under small light perturbation around open circuit condition. Then, one can obtain the photo impedance transfer function of LIMIS=IMVS/IMPS as\[^{[3]}\]

\[ Z_{\psi}(\omega) = \frac{\psi_V}{\psi_J} = \left| \frac{\tilde{V}_{oc}}{J} \right| e^{i(\phi_V-\phi_J)} = |Z_{\psi}|e^{i\phi_{\psi}} \quad (5.11) \]

where \(Z_{\psi}\) is a photo-impedance and \(\phi_{\psi}\) the corresponding phase shift.

Applying this concept to photovoltaic solar cells requires solving the drift-diffusion equations with the appropriate boundary conditions which reflect the device under study. Phenomenologically, during a light perturbation (in a third axis) the complete \(J-V\) curve projection is down shifted as photocurrent increases, as in Figure 5.6a In a 3D representation one can see that LIMIS can only be performed at the intersection between the open-circuit plane with current-voltage-incident light power \((J-V-P_{in})\) surface, like black dots in Figure 5.6b.

Deriving \(Z_{\psi}\) requires first to calculate the current and photovoltage under AC perturbation. Using (2.15),\[^{[77]}\] one can obtain the AC current as\[^{[3]}\]

\[ \tilde{J} \approx q \int_0^d \left[ \tilde{G} - \tilde{n} \left( \frac{i}{\tau} + 2\beta \tilde{n}_0 + i\omega \right) \right] dx \quad (5.12) \]

Here \(q\) is the elementary charge, \(d\) is the effective current density integration distance, \(\tilde{G}\) the AC charge carriers generation rate, \(\tau\) the non-radiative SRH recombination lifetime, \(\beta\) the radiative recombination coefficient, \(i = \sqrt{-1}\) is the imaginary unit, \(\omega\) the angular frequency, \(x\) the position in the direction of the current, \(\tilde{n}_0\) the steady-state or DC mode charge carrier density (under DC bias and/or DC illumination) and \(\tilde{n}\) is the complex AC amplitude for the charge carrier density response to the AC small voltage perturbation \(\tilde{V}\) in IS, or the AC small light intensity power perturbation \(\tilde{P}_{in}\) in LIMIS. Note that, upon perturbation, \(\tilde{n} = |\tilde{n}|\exp[i\phi_n]\) being \(\phi_n\) the phase shift with respect to \(V\) in IS, or \(\tilde{P}_{in}\) in LIMIS.

Also, setting \(J = 0\) in (2.20) one can use the McLaurin series to obtain the modulated photovoltage as\[^{[3, 73]}\]

\[ \tilde{V}_{oc} \approx 2k_BT \frac{\tilde{n}}{q} \tilde{n}_0 \quad (5.13) \]

The method here aims solving the transport equations for obtaining \(\tilde{n}_0\) and \(\tilde{n}\) in the DC and AC solutions, respectively. Then one can substitute \(\tilde{n}_0\) and \(\tilde{n}\) in (5.11-5). Interestingly, the difference between IS and LIMIS lies in “where” the perturbation is applied to the system. For the simulation of potentiostatic IS measurements, \(\tilde{V}\) relates to the electrostatic potential \(\phi\) boundary condition. Then the consequent modification in the electric field \(\xi\) alters the charge carrier profiles through the Poisson’s equation. Contrastingly, for LIMIS the perturbation \(\tilde{P}_{in}\) directly affects the continuity equation through the modification of the charge carrier generation rate \(G\) within the effective absorber layer bulk length. The correlation between \(\tilde{P}_{in}\) and the
corresponding AC modulated generation rate $\tilde{G}$ can be assumed to be linear. Then, assuming that incident light spectrum does not change with the light intensity, $G$ can be expressed as

$$G(t) = \tilde{G} + \bar{G} e^{i\omega t} = \frac{\Psi_{sc}}{q \tilde{d}} (\bar{P}_{in} + \tilde{P}_{in} e^{i\omega t})$$

(5.14)

where $\tilde{G}$ and $\bar{G}$, and $\bar{P}_{in}$ and $\tilde{P}_{in}$ are the DC and AC components of the generation rate and the incident light power densities, respectively, $\tilde{d}$ is the effective absorber layer thickness where the current is integrated, $t$ is the time and $\Psi_{sc}$ is the photocurrent responsivity at SC. Note that $\Psi_{sc}$ varies with the spectrum of $\bar{P}_{in}$, and both the absorption coefficient and the geometry of the absorber(s). Additionally, (5.14) is most useful for thin film devices where a space independent constant $G$ is a good approximation, otherwise one should consider the Beer–Lambert law (2.18a). Furthermore, since $\tilde{G} = |\tilde{G}|$ and $\bar{P}_{in} = |\bar{P}_{in}|$ are the perturbation, similarly to $\tilde{V} = |\tilde{V}|$, the modulus notation is ignored in the following.

In order to separate the DC and AC parts of the analytical solution of transport equations the charge carrier concentrations can be written in the form

$$n(t) = \bar{n}_0 + \bar{n} \exp[i\omega t]$$

(5.15)

where $\bar{n}_0 = \bar{n} + n_0$, $n_0$ is the dark equilibrium concentration and $\bar{n}$ the over-equilibrium DC component.

For the current boundary condition, one can consider an ohmic contact selectivity for both IS and LIMIS at OC, where $D \partial \bar{n} / \partial x \cong S_r \bar{n}$. The latter condition expresses that the diffusion current, with diffusion coefficient $D$, equals the recombination current with surface recombination velocity $S_r$ at the interface.

Figure 5.6. Introduction to LIMIS: (a) projection of the $J - V$ curve during small light perturbation, and (3) complete 3D plotting of the $J - V - P_{in}$ surface intercepting the open circuit plane. Dots in (b) indicate where the LIMIS can be measured.

The depletion approximation was considered as boundary condition for the electrostatic potential, in a form of voltage. This boundary condition carries the information that separates IS from LIMIS, as they are measured in different ways. Consequently, one would expect different
distributions for the charge carrier densities, and hence the energy diagrams. For IS, the perturbation $\tilde{V}$ modifies the DC width of the depletion region $\tilde{w}$ to oscillate with an AC amplitude $\omega$. This generates small gradients in the charge carrier density across the quasi-steady-state open circuit regime. For the IMVS, $\tilde{G}$ also changes $\tilde{w}$ around $\tilde{w}$, but now there are no gradients in the charge carrier density in the quasi-neutral region, so there is no current. Finally, for IMPS, no change at the edge of the depletion region $\tilde{w}$ is assumed and the effect of the perturbation create gradients of charge carrier concentration in the opposite sign, i.e. photo current opposes the injected recombination current.

Accordingly, the impedance from potentiostatic IS at OC results as

$$Z(\omega) \approx \frac{2k_B T}{q^2 \bar{L}_d \tilde{G}} \frac{1}{\tilde{\gamma} \sqrt{1 + i \frac{\omega}{\omega_0}}}$$  \hspace{1cm} (5.16)

Here $\bar{L}_d = \sqrt{D/\omega_0}$ is the diffusion length from the low frequency limit, $\omega_0 = (\tau^{-2} + 4\tilde{G} \beta)^{1/2}$ a characteristic recombination angular frequency and $\tilde{\gamma}$ is a surface recombination factor as calculated by Almora et al. [3] Later, the respective photovoltage and photocurrent responsivities result as

$$\Psi_V(\omega) = \frac{2k_B T}{q \tilde{G}} \frac{1}{(1 + i \frac{\omega}{\omega_0})}$$  \hspace{1cm} (5.17)

and

$$\Psi_J(\omega) = \frac{q \bar{L}_d}{\sqrt{1 + i \frac{\omega}{\omega_0}}} \tilde{\gamma} (1 - \tilde{\delta})$$  \hspace{1cm} (5.18)

with the complex diffusion length $\bar{L}_d = \bar{L}_d (1 + i \omega/\omega_0)^{1/2}$ and

$$\tilde{\delta} = \frac{S_r}{\frac{\bar{L}_d}{e^{\bar{L}_d}} - \frac{\bar{L} - \bar{w}}{e^{\bar{L}_d}}}$$

$$\left(1 - \frac{D}{\bar{L}_d} + \frac{S_r}{e^{\bar{L}_d}} - \frac{D}{\bar{L}_d} - S_r \frac{\bar{L}}{e^{\bar{L}_d}} \right)$$  \hspace{1cm} (5.19)

Note that $\Psi_V \propto (1 + i \omega/\omega_0)^{-1}$ and $\Psi_J \propto (1 + i \omega/\omega_0)^{-1/2}$ behave with arc-shaped spectra in the Nyquist representation. In DC terms, (5.17) suggest $\Psi_V \propto \tilde{G}^{-1}$ at the low frequency limit but $\Psi_J$ should be nearly $\tilde{G}$-independent, as (5.18). Interestingly, one can use the low frequency limit of the IMVS spectra as a measurement method to evaluate the ideality factor $m$, given the relation

$$\Psi_V \approx \frac{m k_B T}{q \tilde{G}} = \frac{k_B T \bar{d}}{\Psi_{sc} \tilde{P}_m}$$  \hspace{1cm} (5.20)

Subsequently, LIMIS transfer function can be obtained as
\[
Z_\Psi(\omega) \equiv \frac{2k_BT}{q^2T_dG} \frac{1}{\sqrt{1 + i \frac{\omega}{\omega_0}(1 - \delta)}}
\] (5.21)

Note that the photoimpedance as (5.21) for LIMIS differentiates from the potentiostatic impedance for IS as (5.16) in only a factor: \(Z_{IS} = Z_\Psi/(1 - \delta)\). Keeping this in mind, it is easy to formulate an expression to characterize the impedance difference between IS and LIMIS as

\[
\Delta Z_\Psi = \frac{Z_\Psi - Z}{Z} = \frac{\delta}{1 - \delta}
\] (5.22)

Importantly, by substituting (5.19) in (5.22) it is evident that \(\Delta Z_\Psi \propto S_r\). This suggest that \(\Delta Z_\Psi\) could be used as a figure of merit in order to characterize the surface recombination velocity at the electrodes.

In summary, the transport equations can be analytically solved for the simplest case of p-n junction solar cells under DC illumination at OC with small light and bias perturbations. The resulting time-dependent solutions were used to define the transfer functions for IS and LIMIS, whose difference in terms of impedance is proportional to recombination velocity at the interface.

Experimentally, for the measurement of LIMIS, first the cell is set under DC illumination intensity \(\bar{P}_{in}\) till thermal equilibrium is made. Then, the steady-state is perturbed with a small sinusoidal AC light signal with amplitude \(\bar{P}_{in}\) at the same frequencies for both measurements: IMVS and IMPS. In the case of IMVS, the workstation sets absolute OC and the AC photovoltage response signal is sensed. For IMPS, the measurement is made in a quasi-open-circuit regime, where the absolute DC currents should be around nA or lower. This is achieved by applying the DC voltage \(\bar{V} = \bar{V}_{oc}\) corresponding to that \(\bar{V}_{oc}\) under \(\bar{P}_{in}\) at absolute OC. Then, the workstation measures the photocurrent signal due to \(\bar{P}_{in}\) while keeping the corresponding \(\bar{V}\). In the case of potentiostatic IS (see Section 3.3) the quasi-open-circuit regime is set like in IMPS, and the current signal due to \(\bar{V}\) is measured while keeping the respective \(\bar{V}\) for each \(\bar{P}_{in}\). In this way, several values of \(\bar{P}_{in}\) are explored and a different \(\bar{V}_{oc}\) is obtained in each case.

Importantly, special attention should be paid to the linearity of the small perturbation when measuring IMPS and IMVS to obtain LIMIS. As a reference, for IS one usually takes \(\bar{V} < k_BT/q\), and for IMPS and IMPV it is advisable to keep \(\bar{P}_{in} < \bar{P}_{in}/10\). However, the latter can be problematic when \(\bar{P}_{in}\) is close to the lowest value for \(\bar{P}_{in}\) which can be settled by the experimental setup. This is solved in the Zahner setup (see Section 3.3.5) by implementing the significance parameter (SP) as defined by Schiller and Kaus.[78] This SP is reported per each measurement point (frequency) in the range from 0 to 1, meaning “perfect linearity” when it equals unity. In practice, one can consider SP>0.98 as an optimal result and those SP<0.95 should be rejected.

The IS, IMPS and IMVS measurements in the following section were performed with the Zahner Zennium Pro/PP211 workstation (see Section 3.3.5) utilizing the LSW-2 white LED light source. In all the cases the sample holder included N₂ atmosphere (see Figure 3.6c) in order to reduce moisture-induced degradation.
5.3.2. LIMIS and IS spectra in perovskite solar cells

This section analyzes the IS and LIMIS spectra at open circuit under different illumination intensities for PSCs comprising mixed-perovskites as absorber layers. Differently to the devices studied in section 5.2.1, the here studied cells have SnO$_2$ and PDCBT in the selective contact structures, being PPmixP the best performing and stable structure (see Table 3.1). Note that these devices are typically known as “hysteresis-free” PSCs, despite the can show significant hysteresis in as PmixP in Figure 5.1b.

The IMPS and IMVS spectra from PSCs at open-circuit evidence the presence of at least two main processes with well-defined different time scales. This is illustrated with representative voltage and current responsivities in the Nyquist plots of Figure 5.7, featuring two arcs for IMVS and IMPS. Interestingly, while IMVS resembles the typical impedance spectra, where the high frequency limit stays in the first quadrant of the Nyquist plot, the IMPS trend indicate that at high frequencies the spectra may spread to the second quadrant.

The low frequency limits are also represented in Figure 5.8a. The IMVS gives $\Psi_V \propto P_{\text{in}}^{-1}$, in agreement with (5.20). Noticeably, for the IMPS the behaviour is somehow in the middle between constant $\Psi_J$ at lower light intensities and $\Psi_J \propto P_{\text{in}}^{-1/3}$ at higher illuminations. The latter suggest that the model in the previous section should be numerically refined in order to meet the experimental behavior.
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Figure 5.7. Individual (a) IMVS and (b) IMPS spectra of the PPmixP sample (see Table 3.1) at open-circuit under different illumination intensities, as indicated, in the Nyquist plot representation. The asterisks mark the low-frequency limits.

Employing the LIMIS definition (5.11) permits the comparison with the IS spectra, as in Figure 5.8b-f. Similarly to Figure 5.2, two main arcs can be found in the impedance Nyquist plots by IS as well as LIMIS, as in Figure 5.8b. However, a closer inspection at lower frequencies may reveal a third arc which is more evident a higher illumination intensity, as in Figure 5.8c. This new feature in the samples PPmixP, SmixP and SmixIP (see Table 3.1) needed the use of an equivalent circuit like that of Figure 5.8d. The two components of the low frequency branch of the spectra were sometimes not easy to resolve, as in the case of the SmixP sample in the capacitance Bode plot representation of Figure 5.8e. Distinctly, the PPmixP device clearly shows three steps in the capacitance Bode plots of Figure 5.8f.
At the higher frequencies \( f > 1 \text{kHz} \), the LIMIS spectra result negative in the Nyquist plot (empty dots). This also produces negative capacitances in the Bode plots of Figure 5.8. This may suggest that further circuit elements should be considered for modeling the high frequency part of the LIMIS spectra. On the other hand, the IS spectra above 1 kHz behave mainly as earlier described.\[38-39\]

Figure 5.8. LIMIS spectra of PSC at OC under different \( \tilde{P}_{in} \): (a) low frequency limits of IMPV and IMPS; impedance spectra from IS and LIMIS at (b) lower and (c) higher illumination intensities; (d) EC model used in most of the fittings, and capacitance Bode plots comparing IS and LIMIS from two different samples showing (e) one and (f) two low
frequency components. The sample structures are indicated in Table 3.1. Dots are experimental data and lines are fittings. Open dots in (c) are negative. Arrow-pointed numbers in (a) indicate the power law in each trend.

An extra series resistance-like effect is found for the LIMIS spectra in comparison with the IS spectra. The impedance Nyquist plot is found right shifted, as in the Figure 5.8b, because of more complex high frequency features producing negative arcs crossing the $Z'$ axis, as in Figure 5.8c. In the next these effects are parametrized as $Z_s'$ similarly to a larger $R_s$ for the LIMIS spectra, as in Figure 5.8d.

At low frequencies ($f<1$kHz) LIMIS and IS spectra seem to behave in good agreement. This more is evident for the PPmixP device in both, the impedance Nyquist plot (Figure 5.8c) and the capacitance Bode plots (Figure 5.8f).

One can compare LIMIS and IS by using $\Delta Z\psi$ at the low frequency limit of the impedance as $\Delta Z\psi = (Z_T' - R_T)/R_T$ where total impedance $Z_T'$ and total resistance $R_T$ come from LIMIS and IS respectively. Preliminary observations of $\Delta Z\psi$ indicate that the higher $\Delta Z\psi'$ the best, and negative values of $\Delta Z\psi'$ can be correlated with lower performance and/or stability in PSCs.

The EC of Figure 5.8d was the main fitting model for the IS and LIMIS spectra. In some exceptions the EC of Figure 5.2c was alternatively needed, but always neglecting the inductive elements.[2]

The low frequency capacitances are compared between LIMIS and IS in Figure 5.9a,b. For the PPmixP sample IS delivers only slightly larger values than LIMIS and an exponential trend $C_{Hf1} \propto \exp[3qV_\text{oc}/2k_BT]$ is found in Figure 5.9a, similarly to mixed-perovskite cells in Section 5.2.1.[2, 39] However, the even higher $C_{Hf2}$ seems to be saturating the exponential trend with $m_c \approx 5.0$, or just following a linear increase with $V_\text{oc}$. The idea of a saturating process is probably more evident in the SmixP sample where the IS and LIMIS result only converge at larger illumination intensities/voltages, in Figure 5.9b.

The resistances $R_T$ and $R_s$ from IS and the analogous $Z_T'$ and $Z_s'$ from LIMIS are summarized in Figure 5.9c,d. Note that $R_T = R_{Hf} + R_{Lf1} + R_{Lf2} + R_s \approx R_{Hf}$ for IS, while $Z_T' = R_{Hf} + R_{Lf1} + R_{Lf2} + Z_s' \approx Z_s'$ for LIMIS. Furthermore, the total $C$-coupled resistances in LIMIS include only low frequency contributions $R_{Lf} \approx R_{Lf1} + R_{Lf1}$. The general trends of $R_T$ and $Z_T'$ indicate slightly larger recombination resistances with ideality factors ranging 1.5-1.7 and nearly constant $R_s$ in Figure 5.9c,d. Interestingly, $Z_s'$ from LIMIS also exhibits an exponential decay trend with ideality-factor-like parameters between 2.0 and 2.5.

The small characteristic response times from IS, LIMIS and transient photovoltage (TPV) are presented in Figure 5.9e,f. The high frequency-related characteristic times $\tau_{Hf}$ follow the trend of the $R_{Hf}$ with $m_\tau \approx 1.5$ as Equation (5.3). The TPV lifetimes approximately match $\tau_{Hf}$, mainly at the lower illumination intensities. However, at the light fluence increase the three techniques diverge LIMIS and TPV showing the lowest and highest values, respectively.

Larger time constants are found for the slow frequency RC couples from IS and LIMIS, without significant difference among methods. For the PPmixP sample, $\tau_{Hf1}$ and $\tau_{Hf2}$ behave slightly constant and decreasing, respectively, suggesting an eventual convergence around
milliseconds, in Figure 5.9e. For the SmixP sample, $\tau_{HF}$ slightly decrease in Figure 5.9f, similarly to the behavior of $\tau_{HF2}$ in Figure 5.9e. In both cases, these slower times are around tens of milliseconds, somewhere below the results from the devices including TiO$_2$ and spiro-OMeTAD as electron and hole selective contacts, respectively.

Figure 5.9. Parameters from equivalent circuit modeling of IS and LIMIS spectra of PSCs at OC under different $\tilde{P}_{in}$: (a, b) capacitance, (c, d) resistance, and (e, f) characteristic response times from PPmixP and SmixP samples, respectively (see Table 3.1). Dots are the
fitting parameters and lines are exponential/linear fittings highlighting the general trends. Arrow-pointed numbers indicate the $k_B T$ coefficient in each exponential trend.

The differences between IS and LIMIS, specifically in terms of lifetimes, make us wonder which one is “the right one” and/or what effects are considered in one method differently to the other. In this direction, a differential analysis can clarify, at least, the issue related with the lifetimes.

Hence, we first introduce the directional derivative definitions for each one of the transfer functions involved in the IS versus LIMIS approach:

\[
Z = \left( \frac{\partial J}{\partial V} \right)^{-1} \tag{5.23a}
\]

\[
\Psi_f = \frac{\partial J}{\partial P_{in}} \tag{5.23b}
\]

\[
\Psi_V = \frac{\partial V_{oc}}{\partial P_{in}} \tag{5.23c}
\]

\[
Z_{\Psi} = \frac{\partial V}{\partial P_{in}} \left( \frac{\partial J}{\partial P_{in}} \right)^{-1} \tag{5.23d}
\]

In IS and LIMIS, these magnitudes are obtained spectroscopically, and using EC models or solving the transport equations one gets the total differential resistance and the capacitance, as definitions (2.24) and (2.34) respectively. Traditionally, only IS is used and the resistance is obtained from (5.23a). However, with the information from LIMIS, one can rewrite the total differential resistance as

\[
R = \left( \frac{dJ}{dV} \right)^{-1} = \left( \frac{\partial J}{\partial V} + \frac{\partial J}{\partial P_{in}} \frac{\partial P_{in}}{\partial V} \right)^{-1} \tag{5.24}
\]

with a spectroscopic form

\[
R(\omega) = \left( \frac{1}{\text{Re}[Z(\omega)]} + \frac{1}{\text{Re}[Z_{\Psi}(\omega)]} \right)^{-1} = \left( \frac{1}{R_{IS}(\omega)} + \frac{1}{R_{\Psi}(\omega)} \right)^{-1} \tag{5.25}
\]

being $R_{IS}$ and $R_{\Psi}$ the resistances form IS and LIMIS, respectively.

Similarly, the total differential capacitance can be obtained as

\[
C = \frac{dQ}{dV} = \frac{\partial Q}{\partial V} + \frac{\partial Q}{\partial P_{in}} \frac{\partial P_{in}}{\partial V} \tag{5.26}
\]

with a frequency dependency

\[
C(\omega) = \text{Re} \left[ \frac{1}{i \omega Z(\omega)} + \frac{1}{i \omega Z_{\Psi}(\omega)} \right] = C_{IS}(\omega) + C_{\Psi}(\omega) \tag{5.27}
\]

Finally, the lifetimes can be found from the product of (5.25) and (5.27), which corrects any estimation by a single method. For instance, if $Z = Z_{\Psi}$ then $R = R_{IS}/2 = R_{\Psi}/2$ and $C = 2C_{IS} = 2C_{\Psi}$, which makes no changes in the characteristic response times $\tau = RC = R_{IS}C_{IS} = R_{\Psi}C_{IS}$.  

Therefore, the report of $Z \neq Z_{\Psi}$ in PSCs suggest considering lifetime within the values reported by IS and LIMIS.

In summary, LIMIS reproduces most of the general trends and spectra shapes already found by IS, mainly at low frequencies and illumination intensities. However, LIMIS is able to resolve faster processes as illumination intensity increases. Moreover, the comparison between IS and LIMIS corrects the estimation of lifetimes and may be used in future analyses as a figure of merit for characterizing solar cells. In addition, several components in the low frequency capacitance have been found for devices including mixed perovskites as absorber, and SnO$_2$ and PDCBT in the selective contact structures.
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Chapter 6. Conclusions

The study of the capacitance in photovoltaic devices allows to discern: (i) the charge carrier profiles defining the p-n junction-like contact selectivity structure, (ii) the deep levels defect distribution related with the SRH recombination mechanisms and (iii) informs on the carriers lifetime which characterizes general recombination and charge collection mechanisms. These studies are typically based on impedance spectroscopy (IS) analyses, that (iv) could be also used to characterize materials in terms of their dielectric and conductivity responses.

The studies on the bulk properties of CH$_3$NH$_3$PbI$_3$ (MAPI) pellet samples suggested that hopping conductivities and electrode polarization processes could be occurring. The presence of space charge regions in symmetric contacted samples resulted in large temperature activated low-frequency capacitances from IS measurements and slow charging kinetics in the Sawyer-Tower circuit experiments.

The dark characterization of perovskite solar cells (PSCs) showed the presence of time evolving modifications of the current-voltage characteristic depending on the measurement conditions, named $J-V$ curve hysteresis, and large low-frequency capacitances from the IS experiments. The dark $J-V$ curves evidenced two main forms of hysteretic currents: capacitive and non-capacitive.

The dark capacitive hysteretic currents up to tens of $\mu$A·cm$^{-2}$ scaled with the voltage scan rate at voltages below the flat-band condition and were discarded to be related with the dielectric response. The formation of space charge regions towards the interfaces seems to be the mechanism behind these phenomena, which also produce the low-frequency capacitance increase. Importantly, the ionic contribution to the low-frequency capacitance from IS is thermally activated and can hinder the evaluation of deep level trap defect concentrations. Thus, only frequencies above 1 kHz should be taken for thermal admittance spectroscopy studies in PSCs. These capacitive features were found nearly universal for all perovskite-based devices and samples. Interestingly, the use of organic selective contacts in inverted configurations can modify the time scale of these capacitive currents due to resistive artifacts. Besides, the selective contacts, e.g. spiro-OMeTAD, can contribute significantly to the hysteretic currents and the capacitance spectra.

The non-capacitive hysteretic currents were found to increase as the time of polarization around or above the flat-band regime. Here Faradaic processes cannot be discarded, but most likely the reordering of mobile ions may be the main mechanism to consider. This hysteretic feature is the most dynamic and unrepeatable in terms of shapes and/or scales, but also universal in PSCs.

The redistribution of mobile ions in space charge regions has the particular effect of distorting the capacitance as a function of DC voltage in the Mott-Schottky analyses. The perovskites with applications in photovoltaics are significantly intrinsic (excepting some tin- and chloride-based perovskites) which gives a p-i-n junction character to the PSCs. However, instead of typical p-i-n junction-like patterns, space charge regions of the mobile ions can effectively shrink the intrinsic region width producing more p-n junction like patterns. In any case, care must be taken with the interpretation of doping densities and built-in voltages from the Mott-Schottky plots in PSCs.
The light hysteresis was characterized in the named “dipolar switching” experiment. The devices were set under 1 sun illumination intensity and fast scan rates were measured after a minute of pre-bias. As result, the short-circuit current and the open circuit voltage varied tens of mA·cm\(^{-2}\) and hundreds of mV, respectively, forming patterns of normal and inverted hysteresis in devices comprising MAPI and mixed perovskites, respectively. Drift diffusion simulations showed these experimental results responding to the formation of ionic dipoles which can or cannot switch when normal hysteresis or inverted hysteresis, in MAPI- or mixed perovskite-based devices, respectively. Importantly, the modification of interfaces by including 2D capping layers resulted in the largest hysteretic currents for both the normal and inverted hysteresis, for MAPI- and mixed perovskite-based devices respectively. This indicates that the control of the ionic dipoles may require the balanced optimization between the interfaces and the absorber layer.

The light IS analysis at open circuit (OC) under different illumination intensities showed two main regimes of resistive and capacitive features: towards lower and higher frequencies. At lower light intensities, the high and low frequencies resistances can be identified with bulk and interface leakage current recombination resistances. At higher illumination intensities, the resistances follow similar exponential trends, informing on the ideality factor \(m\), and thus the main recombination mechanism. For MAPI devices \(m \approx 2\) suggest a major importance of SRH recombination and/or interface phenomena, while in mixed perovskite cells \(m \approx 1.5\), possibly indicating larger influence of band-to-band radiative recombination and/or diffusion processes. On the other hand, capacitances resulted nearly constant at higher frequencies and exponentially increasing at lower frequencies, up to tens of mF·cm\(^{-2}\). Interestingly, for the most optimized devices including mixed perovskite solar cells up to 20% efficiency the bulk related features seem to be predominant in the electrical response. This indicates that after the interface optimization the bulk absorber quality may be the most important element to consider in order to increase performance in PSCs.

The low frequency capacitance is significantly large in PSCs at OC, short-circuit (SC), and dark forward bias above flat-band condition. In all these cases the increase of charge carrier concentration and/or photon fluence seems to enhance the slow kinetics phenomena producing larger low-frequency capacitances and heavier distortions in the \(J-V\) curve, i.e. large hysteresis. Then one can consider a proportionality between the charge carrier concentrations and photon fluences with the ionization and/or activation of the mobile ions. Assuming such proportionality allows to explain the large light low frequency capacitance at SC as due to the AC response of space charge regions of mobile ions. Additionally, at OC the constant and equally distributed mobile anions and cations can produce an ionic chemical capacitance. The latter may respond for the largest and slowest contribution to the capacitance spectra in PSCs.

Finally, a new concept for the AC characterization of photovoltaic devices at OC was introduced: the light intensity modulated impedance spectroscopy (LIMIS). By combining the intensity modulated photocurrent and photovoltage spectroscopies, IMPS and IMVS respectively, the photoimpedance LIMIS=IMVS/IMPS is obtained due to small light perturbation, as an alternative to the bias perturbation. The difference between impedances from IS and LIMIS is showed to inform on the recombination velocity in devices with the traditional p-n\(^+\) junction. Preliminary characterization in PSCs show general agreement between IS and LIMIS at lower illumination
intensities and larger differences at higher light intensities, suggesting a correction to the lifetimes.

**Outlook:** The main conclusions of this work suggest that the anomalous hysteresis and low-frequency capacitive features of PSCs are due to the slow kinetics of mobile ions. First, this indicate that every characterization technique may revise their formalism in order to consider these effects and avoid “fake” conclusions. Second, the influence of these mobile ions on the overall performance of PSCs should be further clarified. And third, the potential of these features for other applications should be explored. Furthermore, the results herein presented are also starting points for future investigations. For instance, the large photo-induced capacitance in PSCs could contribute to energy-storage units in hybrid or stand-alone photovoltaic systems (PVSs) and/or serve as stabilizers for electricity supply to the net in hybrid or grid-connected PVSs.

The control of conductivity in photovoltaic solar cells is a very attractive open problem. In this regard, it would be interesting to explore the introduction of extrinsic dopants and/or the control of crystallinity. For instance, the development of effective acceptor perovskites may allow to prescind of the hole transport layer, which could even improve the device stability. In this direction, tone could explore the combination and/or substitution of solution processed fabrication methods with/for others, like vapor deposition.

Besides the devices, the material characterizations of MAPI and newer mixed photovoltaic perovskites are still pending to clarify the electronic/ionic conductivity and polarization mechanisms. Several experiments varying composition, temperature, light intensity and wavelength could provide better understanding and more argument for newer theories. Purposely, the scattering in the estimation of the static dielectric constant from first principle methods is still under debate.

Some combinations of IS experiments in PSCs as a function of temperature, illumination and DC bias are still lacking. More importantly here, it is the determination of the nature of the mobile ions and the respective activation/ionization energies. Identifying these mobile ions impact more fundamental research on the stability of PSCs. The IS has the potential to become the effective evaluation method for studying the ionic concentrations in perovskite-based devices. Moreover, the combination of first principles and drift-diffusion simulations are possibly the best strategies. The concept of LIMIS is still in early phases of development. Experimentally, the study of LIMIS as a function of temperature and illumination wavelength are the clearer next steps. Theoretically, more realistic drift-diffusion analyses may be conducted aiming to simulate the several device structures and experimental spectra. The goal would be to elaborate methodologies by combining the use of IS and LIMIS in identifying characteristic bulk and/or interface recombination mechanism. In this regard, one crucial element would be to use machine learning algorithms to overcome the main issue behind the use of IS, IMPS, IMVS or LIMIS techniques: the time-consuming task of processing, presenting and modeling impedance spectra via equivalent circuits. In addition, similarly to LIMIS, new approaches can be proposed by studying the photovoltage and photocurrent responses under the same DC conditions, but under an small AC perturbation, e.g. magnetic.
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